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Abstract— This article focuses on a new method the classification 
of bearings faults of induction motor, that’s as it happens the 
time-frequency dependent class signal "RTFDCS", the first we 
are normalized the analytical vibration signals of bearing faults. 
by Hilbert transforms; The main advantages of the PSO 
algorithm are: simple concept, easy implementation, robustness 
and computational efficiency compared with the mathematical 
algorithm and other optimization heuristics. We will use the PSO 
to optimize the size of the vectors extracted forms the RTFDCS. 
.  
Keywords— component; classification; time-frequency 
representation; bearing faults; axial vibration analytic 
signals(AVAS),;Hilbert transform,;PSO algorithm. 

 

I. INTRODUCTION 

Fault diagnosis is often confronted with the problem of 
extracting vectors forms (Commonly known as a 
characteristics vector) that are relevant to the small size  and 
best possible representation of the fault state. Several 
approaches have been discussed in the literature is the most a 
view pattern  recognition [1], principal component analysis 
(PCA) and time-frequency representation [2]. 

In the traditional classification, data were often 
transformed into a Time-Frequency Representation (TFR) 
standard (eg the spectrogram or the Wigner-Ville TFR),then a 
projection was applied to the TFR for reach a reduced 
dimension of space [3]. In diagnosis of rotating machinery, 
vibration analysis is widely known to be one of the most 
effective techniques. This stems from the fact that oscillation is 
an inherent characteristic of rotating machines and different 
components of these types of machinery such as shafts, 
bearings and gears produce vibration energy with different 
characteristics. Any deterioration in the condition of such 
components can affect their vibratory attributes and manifest 
itself in the vibration signature. This allows diagnosis of 
machine faults by analyzing the vibration signature of the 
system. 
 

For improved and authentic fault diagnosis using vibration 
analysis techniques it is necessary that the acquired vibration 
signals be ‘clean’ enough that small changes in signal attributes 
due to an impending fault in any component can be detected. 
To tackle this problem, we have developed a method based on 
the cloud points dispersion parameter.   

In this article we used the vibration analytical signals 
normalized by Hilbert transform of bearing fault of induction 
motor, then the extracting vibrational vectors forms from 
RTFDCS. It is deliberately designed to maximize separability 
between classes and minimize the intra-class variance. Fisher 
contrast is used to design the kernel nonparametric RTFDCS, 
and recently the optimization of the size of these vectors by 
the PSO algorithm. 

 
II. VIBRATORY DATA TREATMENT BY 

HILBERT TRANSFORM 

Vibration Analytics Signal method use the principle of the 
analytical signal obtained by Hilbert transform. Hilbert 
transform finds a companion function for a real function 

so that [3] : The Hilbert transform of a signal can be 
written as: 
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The amplitude modulation of the time signal  is 

calculated by using the following relationship: 
2

Im
2

Re )(~)(~)( tytytA +=

)(~)(~)(~)( ImRe taVjtaVtVtV TH +=⎯→⎯

)(

                                           (2) 
we get : 

                   (3) 

Where 
~

Im taV
)(
 presents the Hilbert transform of the  vibration 

signal
~

Re t
)(~ t

)(tA

V .  

The signalV  is usually called Vibration Analytic signal  
The amplitude modulation  is: 
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The real and imaginary vibrations are normalized to the 

module of the Analytic Vibration signal           
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the average vibration is given by: 
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The normalized characteristics  ( )ReIm '~~ V′

'~VN
V  consists of a 

cloud points .  

The parameter ξ  ,that present the cloud dispersion of   
these points is defined as. 
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Where 

 [ ]ImReImRe, '~,'~'~ VV=

kA ( )kRe'

V is  gravity center of the assembly  

is a point with coordinates V~  and   V ( )kIm'~
. 

The parameter ξ  is relatively sensitive to different states 
of the machine such as defected bearings, broken bars or 
unbalanced feed [4]. 

 
III. VECTORS FORMS EXTRACTION BY TFR 

DEPENDENT CLASS SIGNAL 

The kernel ( )τηφ ,
opt

[ ]

 is designed for each specific 
classification task. We determine N locations from the 
ambiguity plane, in such a way that the values in these 
locations are very similar for signals from the same class, 
while they vary significantly for signals from different 
classes[4],[5].  

The notation τη,ijA

}

 presents the ambiguity plane of the 

training example in the  ith class. We design and use 
Fisher’s discriminant ratio (FDR) to get those  locations.  
jth

N
The discrimination between different classes is made by 

separating the class i  of all remaining classes
.In this case, The bearing fault kernel is designed to 
discriminate bearing fault class from the healthy motor class. 

{ Ni ,...,1+

The kernels are designed by I  training example signals 
from each class with the equation as follows: 
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is the number of examples per class,  

 the number of current examples of same load level 
and 

 the number of load levels,  

 and  represent two variances of 

location τη, : 
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IV. VECTORS FORMS OPTIMIZATION  BY PSO 

The particle swarm optimization (PSO) algorithm is a 
search process based populations where individuals, referred 
to as particles, are grouped in a swarm. Each particle in the 
swarm represents a candidate solution to the optimization 
problem [14], [15], [17]. In a PSO system, each particle is 
"controlled" in the multidimensional space search, adjusting 
its position in space according to its own experience and that 
of neighboring particles [16].  

A particle is, therefore, produced by the best position itself 
and its neighbors to move towards an optimum solution. This 
shift occurs following a path defined by a fitness function (or 
objective function) which encapsulates the characteristics of 
the optimization problem.  

Thus, each particle  is positioned (randomly or 
otherwise) in the search space of the problem and is 
characterized by its current position and its current 

speed . The new position of a particle  is 

determined by adding the speed at its current position
 as follows[10]: 
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Is the velocity vector that directs the research process 
and reflects the "sociability" of the particles. Considering N 
particles of  and each particle compares its new position to 
its best position obtained, it gives the following algorithm , 
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where f is the fitness function which evaluates the quality of 
the particle. 

 
      The main advantages of the PSO algorithm are: simple 
concept, easy implementation, robustness and computational 
efficiency compared with the mathematical algorithm and 
other optimization heuristics. We will use the PSO to optimize 
the size of the vectors extracted forms the RTFDCS. 
 

 
 

Fig. 1. Based diagram of the PSO 

 

V. OPTIMIZATION  OF A ANALYTICAL 
VIBRATORY BEARING DATA 

The vibration data that were used for analysis are obtained 
from the Case Western Reserve University Bearing Data 
Center [18]. Reliance Electric’s 2-hp motor, along with a 
torque transducer, a dynamometer, and control electronics, 
constitutes the test setup. With the help of electrostatic 
discharge machining, faults of sizes of 0.177 mm (0.07 in) and 
0.533 mm (0.21 in) are made. The vibration data are collected 
using accelerometers placed at the three-o’clock position. The 
rotational frequency (Fr) is 29 Hz[17]. 

 
The  fig 2 and 3 present respectively ; Bearing vibration 

data  for four signals ( healthy bearing, inner race, ball and 
outer faults bearing ) and spectrums for each signals 

 

 
Fig 3 .Bearing vibration data spectrums 

Since, we cannot use the Analytics vibration signals (AVS) 
directly due to their very low values. We have proposed 
pretreatment methods before TFR. We have proposed a 
method for calculating a parameter very interesting to know 
the parameter ξ of the cloud dispersion of points. This 
parameter is used to calculate the TFR and extraction vectors 
forms. 

A.  Vectors forms optimization by PSO 
The Optimization of vectors forms for four classes healthy 

bearing, inner race, ball and outer faults bearing will be do by 
Particle Swarm optimization algorithm. with the optimization 
criterion, the optimization of vectors forms will be fitting and 
executing to extract pertinent points.  
Variables initialize: 
N = 20: size of the swarm 
maxit = 50: iterations maximum number .  
c1 = 2: cognitive parameter  
c2 =4 c1 : social parameter 
wmax = 0.9, wmin = 0.4: inertia weight 
xmin = 2 xmax = 10: the parameter Limits  
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Fig 2. Bearing vibration data 

0 200 400 600
0

0.05

0.1

0.15

0.2

frequency (Hz)

am
pl

itu
de

 

healty machine 

0 200 400 600
0

0.5

1

1.5

2

frequency (Hz)

am
pl

itu
de

 

inner race fault 

0 200 400 600
0

0.1

0.2

0.3

0.4

frequency (Hz)

am
pl

itu
de

 

ball fault 

0 200 400 600
0

10

20

30

40

frequency (Hz)

am
pl

itu
de

 

outer race faul 



Conférence Internationale des Energies Renouvelables (CIER’13) 
Sousse, Tunisie - 2013 

 

 

 

 

 
 

 

Fig 4,5,6 and 7 have a representation of vectors forms 
for four classes healthy bearing, inner race, ball and outer 
faults bearing before and after optimization by Particle 
Swarm optimization algorithm. We were able to reduce the 
size of point in the vectors forms in classes. before 
optimization, each classes is characterized by four vectors 
forms and each  vectors forms comported ten  points 
(element) relevant called scores or high contrast in the sense 
of Fisher. after optimization, each classes is characterized by 
four vectors forms and each  vectors forms comported only 
two  points (element) relevant also called scores or high 
contrast in the sense of Fisher. 

VI. CONCLUSION 

     In this paper , we have Using time-frequency 
representation dependant class signal (RTFDCS) and particle 
swarm optimization for Classification Vibration Data of 
healthy bearing, inner race, ball and outer faults bearing . in 
the first part, we are used our vibration signal of four classes 
healthy bearing, inner race, ball and outer faults bearing for 
the diagnosis, and because of their vibration signals have low 
values applies the Hilbert transform methods for pretreatment 
of these vibratory signals before the RTFDCS ,that allow the 
calculate of the cloud points dispersion parameter ,this 
parameter shawn clearly the points are very separated for 
healthy bearing, inner race, ball and outer faults bearing. the 
following ,the optimization processing, illustrate that  each 
classes is characterized by four vectors forms and each  
vectors forms comported only two  points (element) relevant 
also called scores or high contrast in the sense of Fisher.  
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Fig 7 . Vectors forms of outer faults                         
(a) before optimization   (b)after optimization Fig 4. Vectors forms of healthy bearing                      

(a) before optimization   (b)after optimization 
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Fig 5. Vectors forms of inner race faults                      
(a) before optimization   (b)after optimization 
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Fig 6 . Vectors forms of ball faults                          
(a) before optimization   (b)after optimization 
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