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Abstract— This paper addresses on the asymptotic stability of 

a class of discrete-time switched time-delay systems. Those 

systems to be studying are described by delay difference 

equations which are represented in the state from. Then, another 

transformation is made towards an arrow form. Therefore, by 

applying the Kotelyanski lemma and the M-matrix properties, 

new sufficient stability conditions are established under arbitrary 

switching. These obtained stability conditions correspond to a 

vector Lyapunov function. Finally, a numerical example is 

presented permitting to understand the application of the 

proposed approach.  

 
Index Terms— Discrete-time switched time-delay systems, 

Global asymptotic stability, M-matrix, Kotelyanski lemma, 

Arrow matrix, Arbitrary switching. 

 

I. INTRODUCTION 

Time delay is frequently viewed as a source of instability 

and encountered in various engineering systems such as 
aircraft stabilization, chemical engineering systems, inferred 
grinding model, manual control, neural network, nuclear 
reactor, population dynamic model, rolling mill, ship 
stabilization, and systems with lossless transmission lines [1–
3]. Frequently, time delay is caused by finite speed in energy 
propagation and may destroy the stability or the performance 
of systems.   

In recent years, switched systems have received growing 
attention. Switched systems are an important class of hybrid 
dynamical, which consist of a finite number of subsystems 
described by differential or difference equations and a 
switching signal that orchestrates switching between these 
sub-systems. The motivation for studying switched systems 
comes partly from the fact that switched systems have 
numerous applications in control of mechanical systems, 
process control, automotive industry, power systems, aircraft 
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and traffic control, and many other fields, many important and 

interesting results have been proposed in terms of all kinds of  
 

 
techniques [4-9]. Since time delay frequently appears in the 
real systems and is a source of the poor performance and even 
instability. Hence, it is for great importance to investigate 
switched time-delay systems.     

The stability analysis switched linear time-delay systems 
nowadays present a theoretical challenge, which has attracted 
growing attention in the literature. For this, many methods 
have been employed and many interest results have been 
obtained [10-17].  

Generally, stability under arbitrary switching remains a 
fundamental issue in practical switched systems. In this 
context, it is well known that, the existence of a common 
Lyapunov function for all the subsystems, is a sufficient 
condition to guarantee the stability of the switched system 
under arbitrary switching law. Despite that it has some 
attempts for construction to a common Lyapunov function [18, 
19], by intruding in order the Lyapunov Krasovskii functionals 
and the linear matrix inequity (LMI) approach. Although, this 
method is usually very difficult to apply, even impossible in 
many instance.   
    Motivated by these gaps, as well in the sense of various 
methods and for getting a larger stability domain. This paper, 
tented to established new stability conditions for a class of 
discrete-time switched time-delay, by transforming the 
representation of the system to be studying into another 
specific form, and by using an appropriate Lyapunov function 
associated with the Kotelyanski conditions [20-27] and the 

matrixM − proprieties [28-30]. Therefore, the obtained 
stability conditions are simple to employ, explicit and allow us 
to avoid the search for a common Lyapunov function.   

Within the frame of studying the stability analysis, the 
appropriate Lyapunov function combined with an 

matrixM − proprieties has already been introduced in [21, 22] 
in reference to the continuous-time time delay systems in a 
field related to the study of convergence.   

In this work, the same approach will used for a class of 
discrete-time switched time-delay systems given by a set of 
subsystems, each one is modelled by the following delay 
difference equation: 
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when 1,...,i N=  represented the subsystems.  

The remainder of this paper is organized as follows: in the 
next section, we present the description and the problem 
formulation of the studied switched systems. In section III, 
sufficient stability conditions of these discrete-time switched 
time-delay systems based on an appropriate Lyapunov 
function associate with an matrixM − properties are 
presented. In section IV, we show the efficiency of the 
obtained results, by applying them to systems modeled in (1). 
In section V, a validation on numerical example is drawn, and 
finally, some concluding remarks are summarized in section 
VI. 

II. PROBLEM FORMULATION  

              AND PRELIMINAIES 

A. Preliminaries  

 

The following notations will be used throughout. I  is an 

identity matrix with appropriate dimension. Let n
ℜ  denoted 

an n - dimensional linear vector space over the reals with the 

norm . . For any ( )1i i n
u u

≤ ≤
= , ( )1

n
i i n

v v
≤ ≤

= ∈ ℜ ,  we define 

the scalar product of the vector u  and v  as:
1

,
n

i i

i

u v u v

=

=∑ . 

In the next, we introduce several useful tools, including 
Kotelyanski lemma and definition of an M -matrix. 
Kotelyanski lemma. [20] The real parts of the eigenvalues of 
matrix A , with non-negative off-diagonal elements, are less 
than a real number µ  if and only if all those of matrix M , 

nM I Aµ= −  are positive, with I  the n  identity matrix. 

When successive principal minors of matrix ( )A−  are 

positive, Kotelyanski lemma permits to conclude on stability 
property of the system characterized by A .  

Theorem 1. [22]The matrix n n
A

×
∈ℜ  is called a matrixM −  

if following properties are verified: 
• All the eigenvalues of A  have a positive real part  
• The real eigenvalues are positives  
• Successive the principal minors of A  are positive :  

 

( )
1 2 ... 

0
1 2 ... 

i
A

i

  >   
 1,...,i n∀ ∈                   (2) 

 

• For any positive vector ( )1,...,
T

n
x x x=  the algebraic 

equations Ax  have a positive solution ( )1,...,
T

n
w w w=  

Remark 1. A discrete-time system characterized by a matrix 

A  is stable if the matrix ( )I A−  verified the Kotelyanski 

conditions, in this case ( )I A−  is an matrixM − .  

 
 
 

B. Problem formulation  

 
Consider the following discrete-time switched systems 

time-delay formed by N  subsystems represented in the state 
form: 

 

( ) ( ) ( ) ( )( )

( ) ( )
1

   s= , 1,...,0

1
N

i i

i

ik k D x k

x s s

x k A x
=

 ζ + −τ
 =φ −τ −τ+

+ =∑
             (3) 

 

where ( ) nx k ∈ℜ
 
is the state vector of the system at time k ,  

τ  is the time delay of state, ( )x s  denote the initial states 

vector,
 ( )1,...,iA i N=

 
and ( )1...iD i N=  are matrices of 

appropriate dimensions denoting the subsystems, and 1N ≥  
denotes the number of subsystems.  
The switching sequence is defined through a switching vector: 

( ) ( ) ( )1 ,..., 
T

Nk k k ζ = ζ ζ   , whose components ( )i kζ  are 

exogenous functions that depend only on the time and not on 

the state, they are defined through: 
 

( )
1 if  and D  are active

0 otherwise
i i

i

   A
k

   

ζ = 


and ( )
N

i=1

1i kζ =∑
     

(4) 

III. MAIN RESULTS  

 
The following theorem gives stability conditions for the 

discrete-time switched time-delay system (3).  
Theorem 2. The system (3) is asymptotically stable under 

arbitrary switching rule (4) if the matrix ( )cI T−  is an 

matrixM − . 
where:   
 

( )
1
supc i i

i N

T A D
≤ ≤

= +                              (5) 

 
 The matrices iA , 1,...,i N= and iD , 1,...,i N=  are given as 

following:  
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( ) ( )

( ) ( )

11 1

             

1

... ...

... ...

n
i i

i

n nn
i i

a a

A

a a

 
 
 
 
 

=  
 
 
 
 
 

� � � �

� � � �

                            (6) 

 

( ) ( )

( ) ( )

11 1

             

1

... ...

... ...

n
i i

i

n nn
i i

d d

D

d d

 
 
 
 
 

=  
 
 
 
 
 

� � � �

� � � �

                           (7) 

�  

Proof: For any switched signal (4). Let ( )0, 1,...,lw l n> ∀ = , 

we consider the Lyapunov function defined such as: 
 

( ) ( ) ( )0
1

r

j

j

v k v k v k

=

= +∑                            (8) 

where:  
 

( ) ( )

( ) ( )

0 ,

, ,  1,...,j i

v k x k w

v k D x k j w j r

 =


= − =

                    (9) 

 

To prove the stability of  system (3) in the sense of Lyapunov, 

it suffices to show that:   

 

( ) ( ) ( ) ( ) ( )1 , , 0cv k v k v k T x k w r∆ = + − < >          (10) 

 
where: 
 

( ) ( ) ( )0

1

r

j

j

v k v k v k

=

∆ =∆ + ∆∑
                  

 (11) 

 
For any 0r > , we get from (9) that: 
 

( ) ( )0 1 , ,v x k w x k w∆ = + −                  (12) 

  
and: 
 

   ( )1 ,j iv D x k j w∆ = − +  

( ) , ,  1,...,iD x k j w j r− − =                       (13) 

 
Knowing that:   

 

( ) ( ) ( )1 , = ,i ix k w A x k D x k r w+ + −  

                ( ) ( ) ,i iA x k D x k r w< + −  

( ) ( ), ,i iA x k w D x k r w= + −                    (14) 

 
So, we have: 
 

( ) ( )1
1

r

j

j

v k v k

=

∆ =∆∑  

( ) ( ) ( )2 1.... r rv k v k v k−+∆ + +∆ +∆              (15) 

 
Equation (14) yields:  
 

( ) ( ) ( )
1

, ,
r

j i i

j

v k D x k w D x k r w

=

∆ = − −∑       (16) 

 
Combining (11), (12) and (16), it follows that: 
 

( ) ( ) ( )0 , ,i iv k v D x k w D x k r w∆ =∆ + − −    (17) 

 
For 1,...,i N= , by (14) and (17), we have that:  
 

( ) ( ) ( ), ,i iv k A x k w D x k r w∆ < + −  

( ) ( ) ( ), , ,i ix k w D x k w D x k r w− + − −         (18) 

 
That is:  
 

   ( ) ( ) ( ) ( ), , ,i iv k A x k w x k w D x k w∆ < − +
 

( ) ( ) ,i iA D I x k w= + − , 1,...,i N=                (19) 

 
and finally we obtain:  
 

( ) ( ) ( ) ,cv k T I x k w∆ = −                            (20) 

 
where the matrix cT is defined in (5).   

Suppose now that ( )cI T−  is an matrixM − , according to the 

proprieties of the matrixM − given in Theorem 1, we can find 

a vector ( )* *   1,...,n
l l n+ +ρ ∈ℜ ρ ∈ℜ =  satisfying the relation: 

 

 ( ) *,
T n

cI T w w +− = ρ ∀ ∈ℜ                           (21) 

 
On the other hand, we can write:  
 

( ) ( ) ( ) ( ) ( ), , ,
T

c cI T x k w I T w x k x k− = − = ρ     (22) 
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Combining (20), (21) and (22), it follows that: 
 

( ) ( ) ( ) ( )
1

, 0
n

c l l

l

v k T I x k w x k

=

∆ ≤ − ≤− ρ <∑      (23) 

 
System (3) is asymptotically stable. The proof is completed. 

�  

IV. APPLICATION TO DISCETE-TIME SWITCHED 

TIME-DELAY SYSTEMS DEFINED BY DIFFERANCE 

EQUATIONS 

In this part, an application of the obtained results is given 
for discrete-time switched time delay systems governed by the 
following switched linear difference equation: 

 

 ( ) ( ) ( )
1

1 0

N n
n p

i i

i p

y k n k a y k p

−
−

= =


+ + ζ +

∑ ∑  

   ( )
1

0

0 
n

n p
i

p

d y k p

−
−

=

+ + −τ =
∑                (24) 

 

where ( )i kζ  are the components of the switching function 

( )kζ , 1,...,i N= , given in (4). 

Therefore, the presence of delay-time terms makes the 
stability analysis of problem (24) difficult. Among solution, 
we will adopt the following change of variable: 

  

( ) ( )1   0,..., 1
j

x k y k j j n+ = + = −                 (25) 

 
By (25), equation (24) becomes:  
 

( ) ( )11   1,..., 1j jx k x k j n++ = = −              (26) 

 

( ) ( ) ( )
1

1
1 0

1
N n

n j
n i i j

i j

x k k a x k

−
−

+

= =


+ = ζ −

∑ ∑  

( )
1

1
0

n
n j
i j

j

d x k

−
−

+

=

− −τ 
∑                   (27) 

 
or under a matrix representation: 
 

( ) ( ) ( ) ( )( )

( ) ( )
1

1

   ,..., 1,0

N

i i i

i

x k k A x k D x k

x s s s

=

 + = ζ + −τ
 = φ =−τ −

∑
            (28) 

 

where ( )x k  is the state vector. 

The matrices 
i

A  and 
i

D , 1,...,i N=  are defined as following: 

 
 

1 1

0 1 0

0 0

1i

n n

i i i

A

a a a

�

� �

� � �

�
−

 
 
 
 =  
 
 − − −  

                          (29) 

 

1 1

0 0 0

0 0

0i

n n

i i i

D

d d d
−

 
 
 
 =  
 
 − − −  

�

� �

� � �

�

                        (30) 

So, we define two associated polynomials for the 

subsystem( )i , 1,...,i N=  defined by:   

 

( )
1

0
i

n
n n q q

A i

q

p a

−
−

=

λ = λ + λ∑                        (31)  

( )
1

0
i

n
n q q

D i

q

p d
−

−

=

λ = λ∑                           (32) 

 
In [22], a change of base for the system (28) under the arrow 
form gives: 
 

( ) ( ) ( ) ( )( )
1

1
N

i i i

i

z k k A z k D z k
=

+ = ζ + −τ∑ � �               (33) 

 

where z Px= , 
iA� , ( )1,...,i N=  and 

i
D�  ( )1,...,i N= are 

matrices in the arrow form represented as following :  

 

1 1

1

1 1

1 1

0 0

0

0

0 0
i i

n n

n n
i i i

A P A P
−

− −

−

 α β
 
 
 
 = =  
 α β 
 
 γ γ γ 

�

� � � �

� � � � �

�

� �

             (34) 

 
 

1, 1 1,11

1 1

0 0n n n

i i n n

i i i

D P D P
− − −−

−

 
 = =  δ δ δ  

�

�
             (35) 

 
and P  is the corresponding passage matrix defined by: 
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( ) ( ) ( )

( ) ( ) ( )

1 2 1

2 2 2
1 2 1

1 1 1
1 2 1

1 1 1 0

0

=

0

1

n

n

n n n

n

P

−

−

− − −
−

 
 
 α α α 
 

α α α 
 
 
 
 
α α α  

…

…

… �

� � … �

…

        (36) 

 
 

The elements of the matrix iA�  are defined by: 

 

 ( )
1

1

1

  = 1,..., 1
n

j j q

q
q j

 j n

−
−

=
≠

β = α −α ∀ −∏                (37) 

          

    

( )
1

1

1

  1,..., 1
i

j
i A j

n
n
i i j

j

P  j n

a

−

=

γ =− α ∀ = −
γ =− − α

∑
                  (38) 

 
and the elements of the matrix 

i
D�  are: 

 

( )
1

  1,..., 1
i

j

i jD

n

i i

p j n

d

δ =− α = −
δ =−

�

                     (39) 

 

where ( )1,... 1j j nα = −  are free real parameters, distinct in 

pairs, that can be chosen arbitrary. 
After this formulation, we can deduce the following 

theorem for the stability of system (28).  
Theorem 3. The discrete-time switched time-delay system 
(28) is globally asymptotically stable if there exist 

 jα ( )1, 2,..., 1j n= − ,     j q j qα ≠α ∀ ≠ , such as: 

 

i) 1 0j− >α  1, 2,... 1j n∀ = −                                             (40) 

ii) ( )
1

1 sup n n

i i
i N≤ ≤

 − γ + δ   
 

( ) ( )
1 1

11

sup 1 0
n

j j

i i j j
i Nj

− −

≤ ≤=

 − γ + δ β − α >  ∑                            (41) 

�  

Proof: It suffices to verify that the matrix ( )cI T−  is an 

matrixM − . 
where: 
 

( )
1
supc i i

i N

T A D
≤ ≤

= +� �                               (42) 

 
Taking into account the previous matrix value; we obtain the 
matrix 

c
T  as follows: 

 
 

1 1

2 2

1

                                                      

                                              

                                                 

                                  
c

n

T

−

α β

α β

=

α

� �

( ) ( )

1

11 2

1

      

         sup

n

n n n

c c c i i
i N

t t t

−

−

≤ ≤

                β        γ + δ      
 �

   (43) 

 
where: 
 

( )
1
sup  1,..., 1j j j

c i i
i N

t j n
≤ ≤

= γ + δ ∀ = −                   (44) 

 
Since the elements 

j
α 1,..., 1j n= −  can be arbitrarily 

selected, the choice ] [0,1
j

α ∈ with 
j q

α ≠α 1,..., 1j n∀ = − ,  

The matrix cT  has all positive elements. Thus, the conditions 

of Theorem 2 can be deduced from the Kotelyanski conditions 

in the discrete-time case applied to the matrix ( )cI T− .  

The 1n−  first conditions are checked because 

] [0,1   1,..., 1
j

j nα ∈ = − , however the last condition however 

the last condition yields to:  
 

( ) det
c

I T− =  

1 1

2 2

1                                                          

          1                                         

                                                             

                

− α − β

− α − β

� �

( ) ( )

1 1

11 2

1

0

          1                    

      1 sup

n n

n n n

c c c i i
i N

t t t

− −

−

≤ ≤

>

− α − β

 − − − γ + δ   
 -�

 (45) 

 

( )
1

1 sup n n

i i
i N≤ ≤

 = − γ + δ   
 

( ) ( )
1 1

11

sup 1 0
n

j j

i i j j
i Nj

− −

≤ ≤=

 − γ + δ β − α >  ∑  

 
To simplify the application of the obtained stability 
conditions, Theorem 2 can be simplified in the following 
corollary. 
Corollary 1. The discrete-time switched time-delay system 
(28) globally asymptotically stable if there exist 

] [ 0 1jα ∈ ( )1,...,  1j n= − ,  j qα ≠α  j q∀ ≠  such as in:  

 

i) ( ) ( )( ) 0
i ij A j D j

P Pβ α + α < ,  1,...,i N∀ =                        (46) 
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ii) ( ) ( )( )( )1 1 0
i iA D

P Pλ = + λ = > ,  1,...,i N∀ =                  (47) 

iii) 0n n

i i
γ +δ > ,  1,...,i N∀ =                                            (48) 

�  

V. A NUMERICAL EXAMPLE  

 
In this section, a numerical example is studied to show the 

effectiveness of the proposed method. 

Example. Consider a discrete-time switched time-delay 
system described by the recurrence equation given by: 

( ) ( ) ( )
2 1 1

2 2

1 0 0

2 1 0j j

i i i

i j j

y k a y k j d y k j
− −

= = =

  + + ζ + + + − =   
∑ ∑ ∑  

 
The time-delay is fixed to τ=1 . 
 
 
 
Now, by (25), (26), (27) and (28); this system will be give 
under the following matrix representation: 
 

( ) ( ) ( )
2

2 1 2 1
1

0 1 0 0
1 1

i

i i i i i

x k x k x k
a a d d=

          + = ζ + −         − − − −    
∑  

 
where 1,2i = , and the matrices are listed below: 
 

1

0 1

0.01 0.02
A

 
 =
 −  ,       

1

0 0

0.01 0.08
D

 
 =
 −   

and:  

2

0 1

0.07 0.02
A

 
 =
 −  ,       

2

0 0

0.05 0.04
D

 
 =
 −       

                                                                                                                                                                                                                                                                                                            
Therefore, according to (33), (34), (35), (36), (37), (38) and 
(39) a change of base for the discrete-time switched time- 
delay system under the arrow form gives the following 
parameters and matrices:  
 

1 1 2
1 1

1
A

 α
 =  γ γ  

�  , 2 1 2
2 2

1
A

 α
 =  γ γ  

�   

and:  

1 1 2
1 1

0 0
D

 
 =
 δ δ 

� , 2 1 2
2 2

0 0
D

 
 =
 δ δ 

� .  

 
Then, the stability conditions deduced from theorem 3 are: 
i) 1α <  

ii) ( )2 2 2 2
1 1 2 21 sup ,− γ + δ γ + δ  

( )( ) ( )
11 1 1 1

1 1 2 2sup , 1 0
−

− γ + δ γ + δ β − α >  

 

For a particular choice, 0.05α = , 1β = .  
In this case, condition (ii) is verified such as: 

( )1 sup 0.03 0.04 , 0.03 0.08− − + − +  

( )( )sup 0.0065 0.006 , 0.0665 0.048 1.052− + +  

( ) ( )( )1 0.03 0.08 0.0665 0.048 1.052 0.769546 0= − − − + = >  

 
The stability conditions for the example given by corollary 1 
are the following: 
i) 1α <  

ii) ( ) ( )( )
1 1

0
A D

P Pβ α + α <  

iii)  ( ) ( )( )
2 2

0
A D

P Pβ α + α <  

iv)  ( ) ( )
1 1

1 1 0
A D

P P+ >  

v)      ( ) ( )
2 2

1 1 0
A D

P P+ >  

vi) 2 2
1 1 0γ +δ >  

vii) 2 2
2 2 0γ +δ >  

 
For the same values of 0.05α =  , then condition (ii), (iii), 
(iv), (v), (vi), (vii) are verified such as:  
i) 0.0125 0− < , ii) 0.1145 0− < , iii) 0.36 0> , iv) 1.04 0> , 
 v) 0.94 0> , vi) 0.05 0> and vii) 0.01 0>  
 
With fixed the sampling time 0.2

e
T s= , 10f et kT s= =  the 

switched time 1 1 5et k T s= =
 

and the original state vector 

( ) ]1  1
T

l φ = − .  

Then, the evolution of the states and the state space are given 
in figure 1 and figure 2, respectively. 
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Fig. 1. Time evolution of the state vector for the example  
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Fig. 2. Space state for the example  

VI. CONCULSION 

This paper has investigated new delay-independent explicit 
stability conditions for discrete-time switched time-delay 
systems under arbitrary switching.  

 

These conditions were deduced from an appropriate 
Lyapunov function associated with the Kotelyanski conditions 
and the matrixM − proprieties. The main benefit of this 
technique that it avoids the problem of existence of Lyapunov 
functions. Finally, the effectiveness of the proposed method is 
illustrated by a numerical example. 

REFERENCES 
 
[1] K. Gu, V.L. Kharitonov, J. Chen, “Stability of Time-Delay Systems, 

“Birkhauser, Boston, Massachusetts, 2003. 
[2] J.K. Hale, S.M. Verduyn Lunel, “Introduction to Functional 

Differential Equations,” Springer-Verlag, New York, 1993. 
[3] V.B. Kolmanovskii, A. Myshkis, “Applied Theory of Functional 

Differential Equations,” Kluwer Academic Publishers, Netherlands, 
1992. 

[4] A. S. Morse, “Control using logic-based switching," Springer-Verlag, 
London, 1997. 

[5] P. Varaiya,"Smart cars on smart roads: problems of control," IEEE 

Trans. Automat. Control 38, pp.195–207, 1993. 
[6] W.S .Wong, R.W. Brockett, "Systems with finite communication 

bandwidth constraints-part I: state 4 estimation problems," IEEE Trans. 

Automat. Control l42, pp.1294–1299, 1997. 
[7]  N.H. El-Farra, P.D. Christofides, "Coordinating feedback and 

switching for control of spatially distributed processes," Comput. 

Chem.Eng 28, pp. 111–128, 2004 
[8] R. Shorten, F. Wirth, O. Mason, K. Wulf, C. King,"Stability criteria for 

switched and hybrid systems,"SIAM Rev 49, pp. 545–592, 2007. 
[9] Z.R. Xiang, R.H. Wang, Q.W. Chen, “Robust reliable stabilization of 

stochastic switched nonlinear systems under asynchronous switching,” 
Applied Mathematics and Computation 217 (19), 2011, PP.7725–7736. 

[10] W.A. Zhang, L. Yu, Stability analysis for disctete-time switched time-
delay systems, Automatica 45 (10), 2009, pp. 2265–227. 

[11]   X.H. Liu, Stabilization of switched linear systems with mode-
dependent time-varying delays, Applied Mathematics and Computation 
216 (9), 2010, p p.2581-2586.  

[12] P. Shi, H.Y. Su, J. Chu, Delay-dependent stability analysis for switched 
neural networks with time-varying delay, IEEE Transactions on 

Systems, Man,and Cybernetics, Part B: Cybernetics 41 (6), 2011,pp. 
1522–1530. 

[13] Z.G. Wu, P. Shi, H.Y. Su, J. Chu, Delay-dependent exponential 
stability analysis for discrete-time switched neural networks with time-
varying delay, Neurocomputing 74 (10), 2011, pp.1626–1631. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[14]  M.S. Alwan, X.Z. Liu, on stability of linear and weakly nonlinear 

switched systems with time delay,” Mathematical and Computer 

Modelling 48 (7–8), 2008, pp.1150–1157. 
[15] Y. Zhang, X.Z. Liu, X.M. Shen, Stability of switched systems with 

time delay, Nonlinear Analysis: Hybrid Systems 1 (1), 2007, pp. 44–58. 
[16] Z.R. Xiang, R.H. Wang, Robust reliable control for uncertain switched 

nonlinear systems with time delay, in: Proceedings of the 7th World 
Congress on Intelligent Control and Automation, Chongqing, China, 
2008, pp. 5487–5491. 

[17] Y.L. Dong, J.Y. Liu, S.W. Mei, M.L. Li, Stabilization for switched 
nonlinear time-delay systems, Nonlinear Analysis: Hybrid Systems 5 
(1) 78–88, 2011. 

 
[18] D.H. Ji, J.H. Park, W.J. Yoo, S.C. Won, “Robust memory state 

feedback model predictive control for discrete-time uncertain state 
delayed systems,’’ Appl. Math. Computation, 215, 2009, pp.2035-2044. 

[19] W.A. Zhang, Li Yu, “Stability analysis for discrete-time switched time-
delay systems,” Automatica, 45, 2009, pp.2265-2271. 

[20] M. Kermani., A. Sakly, F. M’sahli, “A new stability analysis and 
stabilization of discrete-time switched linear systems using vector 
norms approach,”, World Academy of Science, Engineering and 

Technology .71, 2012, pp.1302- 1307.   
[21] S. Elmadssia, K. Saadaoui,. M. Benrejeb, “New delay-dependent 

stability conditions for linear systems with delay,”  International 

Conference on Communications, Computing and Control Applications 
(CCCA), 2011. 

[22] S. Elmadssia, K. Saadaoui, M. Benrejeb, New delay-dependent stability 
conditions for linear systems with delay,” Systems Science & Control 

Engineering, Vol. 1, 2013, pp.37-41. 
[23] M. Benrejeb, D. Soudani, A. Sakly, P. Borne, “New Discrete 

TanakaDomain,” Sugeno Kang Fuzzy Systems Characterization and 
Stability,” IJCCC Vol. I, 2006, pp.9-19.  

[24] P. Borne, J. C.Gentina, F. Laurent, “ Sur la stabilité des systèmes 
Échantillonnés non linéaires, ” REV.Fr.autoinfRech.oper, 2, 1972, pp. 
96-105. 

[25] P. Borne, P. Vanheeghe, E. Duflos, “Automatisation des processus 
dansl’espace d’état, ” Ed. Technip, Paris, 2007. 



International Journal of Control, Energy and Electrical Engineering (CEEE)  

Copyright – IPCO-2014 

Vol.1, pp. 23-30 
 

30 
 

[26] M. Benrejeb, P. Borne, F. Laurent, “Sur une application de 
lareprésentation en flèche à l’analysedes processus, ” Rairo-Autom-Sys 
16, 1982,  pp.133–146. 

[27] P. Borne, “Nonlinear system stability: Vector norm approach System 
And Control,” Encyclopedia t.5, 1987, pp.3402-3406. 

[28] J.M.Ortega," Numerical Analysis ", Academic Press, New York, 1972. 
[29] F. R. Gantmacher, “ Théorie des matrices," Ed. Dunod Paris, 1966. 
[30] Gantmacher," Théorie des matrices", T.1 et 2, Dunod.  
 
 


