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Abstract— Measures of similarity are used in the context of 
ontological reconciliation. There are several types of semantic 
similarity measures. Semantic similarity measures are among the 
most commonly used measures in this reconciliation. Some of 
these semantic measures exploit information content, some of 
them exploit depth, while others exploit the number of concept 
instances in the ontology. These measures therefore exploit only 
part of the information contained in the concepts. In this paper, 
we propose a new measure of semantic similarity, SimAT, based 
on informational content and concepts depth. The main 
originality of our measurement is that it exploits more 
information contained in a concept. The experimentation of our 
measurement was done on a hierarchy of concepts taken from 
WordNet. The calculation of the information content of a given 
concept is based on the probability of finding an instance of the 
concept. Our comparative study showed that our measurement 
performed better compared to measures based on depth or 
information content. 
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I. INTRODUCTION 

The notion of similarity is widely used in several fields 
such as reconciliation or ontological alignment. Alignment 
approaches are a set of actions to achieve this 
reconciliation. Semantic similarity measures have been the 
topic of several scientific publications due to their usefulness 
in the context of this reconciliation. They are often used in 
tasks such as semantic grouping, information retrieval, lexical 
disambiguation and other areas of natural language 
processing. 
There are several measures of semantic similarity that can be 
classified into different categories [1]: 

 Structural-type measures using ontological structure 
and relationships between concepts to calculate 
similarity. For example, we can cite the 
measurements of Rada et al [2], Resnik [3], Leacock 
& Chodorow [4], Wu & Palmer [5], etc. 

 Intentional-type measurements that are mainly based 
on the concepts to be matched. This is the example of 
Tversky's measure [6]. 

 Extensional measures are based on instances of two 
concepts to reconcile, and these concepts can have 
multiple instances. This is the case of the measures of 
Jaccard [7], Dice [8], D'Amato et al [9], etc. 

 Expressional measures that are interested in the 
different terms that denote concepts to be matched, 
such as measures of Lin [10], Jian & Conrath [11], 
etc. 

All of the presented measures above are essentially based 
either on the depth of the ontology, is the information content 
or on the number of instances of any concept. Therefore, these 
measures exploit only a part of the information contained in 
the concepts. 
In this paper, we present SimAT similarity measure that allows 
us to exploit several facets of the information contained in a 
concept in order to improve the calculation of similarity. This 
new measurement has the particularity of improving Lin's 
measurement, which is based on information content as well 
as Wu & Palmer's measurement, which is based on depth. In 
our approach, information about the concepts depth in the 
ontology is combined with information content as shown in 
fig.1. 

 
 

Fig 1 SimAT features 
 

In the   following,   our   document   is   structured   as 
follows. Section 2 presents different measures of semantic 
similarity based on information content and depth. Section 3 
present the details of our measure SimAT. Section 4 presents 
the results of our experimentation and the comparison of our 
measurement with other measures of semantic similarity. 

 

II. RELATED WORK 

There are many measures of semantic similarity. Calculating 
similarity between two concepts allows to determine the 
existing relationships between them. These measures include 
those based on depth, on information content and on 
instances. In this paper, we focus on measures based on depth 
and information content. 
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A. Depth-based measurements 
Depth-based measurements are part

measurements [12]. To calculate similarity, they are based on
the structuring of the hierarchy whose nodes are the concepts
and the arcs are the links between 
concepts. Many of these measures are presented

 
1) Rada’s Measure 

Rada et al [2] were the first to make the following hypothesis:
the similarity between two concepts in a semantic network can
be computed based on taxonomic links of
a>>. The Rada measure is defined as the distance between the
two concepts to be matched. This measure uses the distance
that corresponds to the shortest path between concepts. It is
given by the following expression. 

 

 
Where c1, c2) is the number of arcs between the
two concepts. 

 
2) Leacock and Chodorow measure 

The Leacock and Chodorow measure [4]
Rada et al measure [2]. It uses the distance between concepts
in a hierarchy and a logarithm to normalize
to the maximum depth of the entire hierarchy. The formula is
given by: 

where c1, c2) is the length of the shortest path
between the two nodes and max_depth the maximum depth of
the hierarchy. 

 
3) Wu & Palmer measure 

The Wu & Palmer measure [5] is one 
similarity measures. It uses the depth of concepts in ontology
and measures similarity by taking into account the distance
between concepts and their closest common
The formula for calculating the Wu & 
between two concepts C1 and C2 is as follows:

 

 
Pekar & Staab measure 
Pekar & Staab's measure [13] uses the 
concepts and their smallest common ancestor (lcs) to calculate
similarity. 

 
Where depth(lcs) is the depth of the smallest
ancestor and length (Ci, lcs) is the distance between a concept
and the smallest common ancestor. 
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is the length of the shortest path 
the maximum depth of 

 of the arc-based 
similarity measures. It uses the depth of concepts in ontology 
and measures similarity by taking into account the distance 

their closest common ancestor (lcs). 
 Palmer similarity 

follows: 

 distance between 
concepts and their smallest common ancestor (lcs) to calculate 

 

smallest common 
is the distance between a concept 

 
4) Nguyen & Al-Mubaid measure

Nguyen & Al-Mubaid's measure
depth of the hierarchy and the smallest common ancestor (lcs)
to calculate similarity between concepts. The formula used by
the measure is: 

 

Where L is the maximum depth of
length are as defined in the Pekar

 
5) Zargayouna measure 

The Zargayouna measure [15] is an extension of the Wu &
Palmer [5] measure. Like this latter, it exploits, in addition to
depth, the distance between the
the lowest concept of the taxonomy through a new parameter
called specificity. The latter is
represents the number of arcs that separate the two concepts at
the lowest concept. 

 

 
Where Pppcg is the depth of the smallest generalizing concept
and Pi is the depth of the concept

 
6) Zhong measure 

Zhong's measure of similarity
distance. The latter is calculated
generalizing concept ppcg. 

 

The formula for Zhong similarity
 

 
B. Information-content based

Measures based on information content can be classified
among node-based measures 
similarities based on information
content is used as a measure of the information contained in
the concept. To calculate it, 
occurrence for each class or instance in the ontology and the
number of occurrences of these classes
Some of these measures are
sections. 

1) Resnik’s measure 
 

Resnik [3] introduced the simplest
similarity based on information
amount of information shared 
their similarity. The measure proposed by Resnik
widely used as a reference for comparing new measures of
semantic similarity based on informational

measure 
measure [14] uses the maximum 

depth of the hierarchy and the smallest common ancestor (lcs) 
to calculate similarity between concepts. The formula used by 

 

maximum depth of the hierarchy, depth and 
Pekar & Staab measure. 

The Zargayouna measure [15] is an extension of the Wu & 
Palmer [5] measure. Like this latter, it exploits, in addition to 

the concepts to be matched and 
the lowest concept of the taxonomy through a new parameter 

is denoted Spec (C1, C2) and 
represents the number of arcs that separate the two concepts at 

is the depth of the smallest generalizing concept 
the concept Ci. 

similarity [17] is based on Zhong's 
calculated using the smallest 

similarity is as follows: 

based measures 
Measures based on information content can be classified 

 [18]. To measure semantic 
information content (IC), information 

content is used as a measure of the information contained in 
we associate a probability of 

occurrence for each class or instance in the ontology and the 
these classes or instances [19]. 

are discussed in the following 

simplest measure of semantic 
information content (IC). It uses the 

 by two concepts to measure 
similarity. The measure proposed by Resnik has been 

widely used as a reference for comparing new measures of 
on informational content. 
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With ppg being the smallest generalizing concept.
 

2) Lin measure 
Lin [10] proposed a measure of semantic similarity based on
information content that improves Resnik's one by taking into
account the amount of information contained
concept. This measure is very often used in the calculation of
semantic similarity based on information content. It uses the
information content of the smallest common
the calculation of similarity. 

 

 
 represents the information content of

 
3) Jian & Conrath measure 

Jian & Conrath's measure [11] is based on the informational
content (IC) of concepts in an ontology
similarity by taking into account the 
between concepts. It also uses the information content of the
smallest common parent between concepts. The formula for
calculating the Jiang & Conrath similarity
concepts C1 and C2 is as follows: 

 

 

 
Where C is the smallest generalizing concept.

 
4) Faith measure 

The Faith measure [20] is also part of the semantic
measures based on information content. It is
information content of the most specific common
divided by the difference between the sum 
content of these concepts minus the informational
the most specific common concept. 

 

 
There are other measures based on informational content that
combine information content and the 
concepts (e.g., Rdf representation) for the
similarity [21]. 

III. PRESENTATION OF OUR MEASURE

Ontologies are defined as an explicit 
conceptualization [22]. They are composed
organized according to well-defined hierarchy.
similarity measures are used to calculate
between two ontology concepts. Each concept
level that is defined as its depth denoted 
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concept. 

Lin [10] proposed a measure of semantic similarity based on 
information content that improves Resnik's one by taking into 

contained in each 
concept. This measure is very often used in the calculation of 

y based on information content. It uses the 
common parent ( ) in 

of the concept Ci. 

s measure [11] is based on the informational 
ontology and measures 

 semantic distance 
between concepts. It also uses the information content of the 
smallest common parent between concepts. The formula for 

similarity between two 

generalizing concept. 

semantic similarity 
is equal to the 

common concept (lso) 
 of the information 

informational content of 

There are other measures based on informational content that 
 representation of 
the calculation of 

MEASURE 

 specification of a 
composed of concepts 

hierarchy. Semantic 
calculate the similarity 

concept occupies a 
 depth(c). Concepts 

within the hierarchy have IC(c)
information content of a concept
defined as the amount of information it provides about the
entire ontology. Among others, it can be used to measure the
specificity or generality of a 
concept is, the higher its information
computed using information theory
occurrences of terms throughout
informational content is calculated with the following formula
[23]: 

IC(c) = -log(P(c))

where P(c) is the probability of 
C. These probabilities are calculated
formula: 

 
P(c)= frequency(C)/ N

Where N is the total number of concepts.
There are other formulas that can be used to calculate the
information content of a concept using hyponyms. Some of
these are presented in the following

 Seco & al 
Seco et al [24] were the first to propose the computation of
information content based on the number of hyponyms of the
concept. Since Hypo(c) is the
taxonomic tree under concept
maximum number of concepts in the taxonomy, the proposed
method for calculating the information

 

 
The denominator (corresponding
concept: c leaf in the tree) produces normalized information
content values in the range of 0 
One of the limitations of this approach is that it only takes into
account the hyponyms of 
taxonomy. Thus, concepts with the same number of hyponyms
but different degrees of generality
higher level of the hierarchy
therefore also be similar. This problem has been solved in the
computational approach proposed by Zhou et

 Zhou & al 

Zhou et al [24] proposed to complement the computation of
hyponym-based information content with the relative depth of
the concept in the taxonomy. 

 
 

In addition to hypo and max_nodes
meaning as in the equation proposed by Seco et al, 
corresponds to the depth of concept 
max_depth is the maximum depth of the taxonomy. 
tuning factor that adjusts the weight of the two characteristics
involved in the evaluation of information

IC(c), information content. The 
concept in an ontology can be 

defined as the amount of information it provides about the 
entire ontology. Among others, it can be used to measure the 

 concept. The more specific a 
information content. It is usually 

theory and the probability of 
throughout the ontology. The 

informational content is calculated with the following formula 

log(P(c)) 

of finding an instance of concept 
calculated using the following 

P(c)= frequency(C)/ N 
concepts. 

There are other formulas that can be used to calculate the 
information content of a concept using hyponyms. Some of 

the following paragraphs. 

Seco et al [24] were the first to propose the computation of 
information content based on the number of hyponyms of the 

the number of hyponyms in the 
concept C and max_nodes is the 

maximum number of concepts in the taxonomy, the proposed 
information content is as follows: 

(corresponding to the most informative 
concept: c leaf in the tree) produces normalized information 

 to 1. 
One of the limitations of this approach is that it only takes into 

 a given concept in the 
taxonomy. Thus, concepts with the same number of hyponyms 

generality (i.e., one appears at a 
hierarchy relative to the other) will 

therefore also be similar. This problem has been solved in the 
approach proposed by Zhou et al [24]. 

Zhou et al [24] proposed to complement the computation of 
based information content with the relative depth of 

max_nodes, which have the same 
meaning as in the equation proposed by Seco et al, depth(c) 
corresponds to the depth of concept c in the taxonomy and 

is the maximum depth of the taxonomy. k is a 
tuning factor that adjusts the weight of the two characteristics 

information content. The various 
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classical models used to calculate the IC
number   of   occurrences   of   the   concepts   that   subsume
it. However, there are other methods that
calculation of the IC the number of occurrences
concepts that subsume the concept [25]. 
Our approach focuses on depth and information content in the
calculation of similarity. Each C concept
associated with it. We base this on the fact that within the
hierarchy, the further apart the concepts are, the less similar
they are. 
The results of the application of the Wu
measurement applied to Fig. 3 are presented in Fig 2. These
results show that the further apart the concepts are within the
hierarchy, the less similar they are. 

 

Fig.2 Similarity Wu & Palmer 

When calculating the similarity between 
have different depths, the result depends on the greater one
between the two concepts. The greater the depth is, the less
similar the two concepts are. So, in the SimAT 
multiply by two the greatest depth between the two concepts
and the result is divided by the sum of the depths of the two
concepts. 
Our calculation formula is made up of two factors:

 

Factor 1 
 

Factor 1 corresponds to the Lin measure
based on information content. Factor 2 represents
concerning the depth of the concepts to be aligned. In our
work, we exploit information about the 
within the hierarchy. 
Together, these two factors allow for better use of information
contained in the concepts. 

 

IV. EXPERIMENTATION 

To experiment with our measurement, we used a hierarchy
of concepts. This hierarchy is taken from Wordnet with the
probabilities of the concepts. In this hierarchy, we note that
each time the deeper the concept, the less likely it
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results show that the further apart the concepts are within the 
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have different depths, the result depends on the greater one 
between the two concepts. The greater the depth is, the less 

SimAT measure we 
atest depth between the two concepts 

and the result is divided by the sum of the depths of the two 

two factors: 

 Factor 2 

measure presented above 
represents the part 

concerning the depth of the concepts to be aligned. In our 
 depth of concepts 

Together, these two factors allow for better use of information 

 

To experiment with our measurement, we used a hierarchy 
of concepts. This hierarchy is taken from Wordnet with the 
probabilities of the concepts. In this hierarchy, we note that 

likely it is and the 

higher its information content. These probabilities are shown
in Fig. 3. 

 
 

 
Fig. 3 wordnet

Using the formula presented in the section 3 to calculate the
information content (eq. IC(c) = 
results reported in Fig. 4. To facilitate the use of concepts, we
have also added the depth of each

 

 
Fig. 4 wordnet extract

Similarities between concepts were calculated and the results
are reported in Table 1. 

higher its information content. These probabilities are shown 

wordnet extract 

Using the formula presented in the section 3 to calculate the 
information content (eq. IC(c) = -log(P(c))) we obtained the 
results reported in Fig. 4. To facilitate the use of concepts, we 

each one. 

extract with IC 

Similarities between concepts were calculated and the results 
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TABLE 1 
COMPARISON OF LIN AND SIMAT 

 

Concept & Depth Lin 
measure 

SimAT 
measure 

Difference 

nat-obj:2, geol-form:3 0.339956 0.407947 0.067991 

geol_form:3, nat- 
elevation:4 

0.531661 0.607612 0.075952 

Shore:4, coast:5 0.696908 0.774343 0.077434 

geo-form:3, coast:5 0.531661 0.664576 0.132915 

nat-obj:2, coast:5 0.268949 0.384212 0.115264 

nat-obj:2, shore:4 0.268949 0.358598 0.089650 

inam-obj:1, coast:5 0.148431 0.247385 0.098954 

 
In Table 1, we notice that our measure SimAT improves the 
Lin measure when calculating the similarity between two 
concepts that do not have the same depth within the hierarchy. 
The difference between the Lin measure and our measurement 
is proportional to the difference between the two depths of the 
concepts. 
The results of the comparison between SimAT, Lin's 
measurement, and Wu & Palmer [5] are shown in Fig 5. 

 

Fig.5 Comparison of Lin, Wu & Palmer and SimAT measurements 

The   histogram   in Fig.   5 shows   the   results    obtained 
with SimAT compared to the measurements of Lin and Wu & 
Palmer [5]. The concepts to be matched were chosen 
according to different depths. We find that our measurement 
improves the calculation in cases where the two concepts have 
different depths. This improvement grows according to the 
difference between the depths of the concepts. 
We also calculated the similarity between the following 
concepts using depth-based measurements such as Rada [2], 
Wu & Palmer [5], Stojanovic for a better comparison with our 
measurement. The results are presented in Table 2. 

TABLE 2 
COMPARISON BETWEEN SIMAT AND DEPTH-BASED MEASURES 

 

Concept: 
depth 

wup Rada stoj SimAT 

nat-obj:2, 
geol-form:3 

0.4 0.5 0.4 0.407947 

geol_form:3, 
nat- 
elevation:4 

0.5714 0.5 0.5 0.607612 

Shore:4, 
coast:5 

0.6666 0.5 0.5714 0.774343 

geo-form:3, 
coast:5 

0.5 0.33 0.4285 0.664576 

nat-obj:2, 
coast:5 

0.2857 0.25 0.2857 0.384212 

nat-obj:2, 
shore:4 

0.6666 0.33 0.3333 0.358598 

 
In Table 2 we note that our measure SimAT performs better in 
most cases when compared to depth-based similarity measures 
(Wu & Palmer, Rada, Stojanovic). 
To better interpret the results, we have also compared our 
approach with measures based on information content. The 
results are presented in Table 3. 

 
TABLE 3 

COMPARISON BETWEEN SIMAT AND IC-BASED MEASURES 
 

Concept: 
depth 

Lin Faith Jian&C SimAT 

nat-obj:2, 
geol-form:3 

0.3399 0.5 0.2377 0.407947 

geol_form:3, 
nat- 
elevation:4 

0.5316 0.5 0.3199 0.607612 

Shore:4, 
coast:5 

0.6969 0.5 0.3091 0.774343 

geo-form:3, 
coast:5 

0.5316 0.33 0.2601 0.664576 

nat-obj:2, 
coast:5 

0.2689 0.25 0.1634 0.384212 

nat-obj:2, 
shore:4 

0.2689 0.33 0.1808 0.358598 

 
Table 3 shows that the SimAT measure gives better results 
compared to the Lin measure (than the Faith and Jian & 
Conrath measures, respectively). We can notice that from the 
first calculation of the similarity between the concepts 
natural_object and geological_formation (for the Faith 
measure) the SimAT measure gives better results compared to 
other measures. 
Table 4 summarizes the hole experimentation. The results 
obtained with all measures are presented in the table 4. 
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TABLE 4 
COMPARISON BETWEEN SIMAT AND OTHER

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

These results are emphasized in fig .6. 
Fig. 6 shows the results of SimAT measurement
based on depth and information content for 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Comparison of SimAT with other measures
 

The histogram in Fig.6 shows that the SimAT 
provides satisfactory results compared to measurements based
on information content and depth. The SimAT 
gives better results in 66% of cases compared to our tests on
the calculation of the similarity between the concepts used in
the experiment. 

V. CONCLUSIONS AND PERSPECTIVES

Similarity measures are widely used
alignment. The choice of the similarity measure depends on
the nature of the data, the context of ap
specific requirements of the given task. Semantic
measures, on the other hand, use either information content,
depth or instances for the calculation of similarity. Our new
measure SimAT combines depth and informational content
the calculation of similarity. The parameter added to the Lin
measurement is depth. In the calculation,
greatest depth between the two concepts to align because the
result depends on the difference between the

Concept: 
depth 

Wup Rada Sto Lin Faith

nat-obj:2, 
geol-form:3 

0.4 0.5 0.4 0.33 0.5

geol_form:3, 
nat- 
elevation:4 

0.57 0.5 0.5 0.53 0.5

Shore:4, 
coast:5 

0.66 0.5 0.57 0.69 0.5

geo-form:3, 
coast:5 

0.5 0.33 0.42 0.53 0.33

nat-obj:2, 
coast:5 

0.28 0.25 0.28 0.26 0.25

nat-obj:2, 
shore:4 

0.66 0.33 0.33 0.26 0.33
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OTHER MEASURE 

measurement and other 
 better exploitation. 

Experimentation shows that our measurement improves the
Lin measurement and the Wu & Palmer one for all concepts
that do not have the same depth.
The SimAT similarity measure works best when the difference
between the concepts to be matched
However, there are some limitations to
the case, for example, where the
are at the same level, i.e., have the same depth. In this case,
it's just a matter of calculating Lin's
These semantic measures presented
similarity between two concepts
and a sentence or between two 
some measures that can be used
between two sentences or between
using meaning, synonyms, hyperonyms,
[27]. Other semantic measures
semantic roles between sentences to calculate similarity [28].
The objective of our future work
that will capitalize on more information
concept, namely depth, informational
instances. 

measures 

SimAT measurement 
provides satisfactory results compared to measurements based 

SimAT measurement 
gives better results in 66% of cases compared to our tests on 
the calculation of the similarity between the concepts used in 

PERSPECTIVES 

used in ontology 
alignment. The choice of the similarity measure depends on 

application and the 
the given task. Semantic similarity 

measures, on the other hand, use either information content, 
depth or instances for the calculation of similarity. Our new 

combines depth and informational content for 
the calculation of similarity. The parameter added to the Lin 

calculation, we choose the 
greatest depth between the two concepts to align because the 

the two depths. 
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