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Abstract— Visual Simultaneous Localization and Mapping 

(VSLAM) has seen an incredible interest amongst research 

community in recent years due to its capability to make the 

robot truly independent in navigation. In this paper we present 

a framework for Visual Simultaneous Localization and 

Mapping (VSLAM) to address the challenge of light intensity 

in an environment The framework addresses this challenge by 

introducing image filtering algorithm, together with the 

Extended Kalman Filter (EKF) algorithm for localization and 

mapping and A* algorithm for navigation into the VSLAM 

framework to improve the robustness of the system in a static 

environment. The methodology used to perform experiment in 

research is simulation. Experimental results show a root mean 

square error (RMSE) of 0.13m, which is minimal when 

compared with other SLAM systems from literature. The 

inclusion of an Image Filtering Algorithm has enabled the 

VSLAM system to navigate in a noisy environment. 
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I. INTRODUCTION  

The capability of an autonomous mobile robot to create a 
model of an unknown surrounding and estimate its position 
at the same time is described SLAM [1]. SLAM technique 
has been common challenge for autonomous robots to 
navigate and accomplish mobile operational activities [2]. 
According to [3] technique has been a prosperous for 
solving autonomous robot shortcomings for research 
community; it has attracted many research studies, and main 
reasons for robotics accomplishment [3]. 

The key reason for SLAM technique success it is better 
than others in removing the artificial infrastructures of the 
location [3]. For an autonomous robot to navigate the 
environment, majority of systems use wide range of sensors 
such as laser scanner, sonar, acoustic etc. which can be very 
large and expensive [3]. [4] Endorses the operation of 
camera into the SLAM technique, which can deliver extra 
information on the location than other sensors. [3] State that 
the benefits of a camera are compact, precise, low-priced, 
non-invasive and pervasive. Camera as vision sensors are 
favored because people and animals seems to be navigating 
effectively in a complicated locations using a vision as 
prime sensor [4].  

Various researchers [5] have presented leading methods 
in SLAM technique such as extended Kalman filter (EKF), 
FastSLAM, GraphSLAM, and Rao Blackwellized Particle 
filter (RBPF) SLAM. Numerous researcher have 

concentrated on making the vision SLAM technique to 
operate on more, challenging environment [6]. However the 
problem of environmental noise like light intensity in static 
environment has been a matter that causes error on the 
VSLAM technique [7].  

In the attempt to solve this challenge in our study, we 
have introduce image filtering algorithm into the VSLAM 
framework to increase the effectiveness of the system. The 
outcome of this study has improved VSLAM to enable an 
autonomous mobile robot application to navigate the static 
environment where environmental noise exists, without 
causing an error. A reminder of this paper is organized as 
follows: - section II discusses the methodology of proposed 
VSLAM framework. Section III discuss experiments & 
results and finally conclusion is drawn in section IV. 

II. METHODOLOGY OF A PROPOSED VSLAM FRAMEWORK 

 
 For an autonomous robot to localize its position and 

successfully build a map in unfamiliar location, it needs to 
follow a method called SLAM [7]. VSLAM arise when a 
mobile robot uses a vision sensor as their eye(s) to map and 
navigate the environment [2]. In our effort to address the 
challenge of environment noise such as light intensity in 
VSLAM, we have chosen simulation as our methodology in 
this study.   

“Simulation is defined as a method for using computer 
software to model the operation of real world processes, 
systems, or events” [8]. The proposed VSLAM framework 
in a noisy environment is simulated by using Matlab. 
Matlab stands for Matrix Laboratory, a fourth generation 
programming language commonly utilized for technical 
calculation, programming and conceptualization of data [9].  

The VSLAM proposed framework comprised of five 
phases: Image Acquisition Phase, Pre-processing Phase, 
Light Filtering Algorithm, Localization and Mapping Phase 
and Navigation Phase. Figure 1 shows the graphical 
structure of the proposed VSLAM framework.  The phases 
below will be discussed in detail later in the section. This 
section also discusses the dataset that is used to simulate the 
proposed VSLAM framework and evaluation metrics. 
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Fig 1: Proposed Framework of VSLAM framework [3] 

A.  Sensors (acquisition stage) 

Before image processing can start, a picture must be 
received by a sensor and transformed into a controllable 
object; this method is called image acquisition [10].  
According to [10] the image acquisition procedure involves 
three phases: energy reflected from the entity of concern, an 
optical system which emphasizes the energy and a sensor 
which calculates the quantity of energy. The energy of 
interest is normally electromagnetic waves [10] and the light 
reflected from the object has to be taken by the sensor. If a 
material sensitive to the reflected light is located near to the 
entity, a picture of the entity will be taken [10]. The light 
reflected from the object of concern is focused by some 
optics and now must be logged by the sensor [10]. The 
image will then be sent to pre-processing stage for further 
processing. 

B. Pre-process Algorithm 

The second phase in our method is Image pre-processing, 
since the major part of the genuine information from camera 
sensor are noisy, incomplete and inadequate, so pre-
processing from acquisition stage becomes essential [11]. 
Image pre-processing was one of the preparatory stages 
which were very required to guarantee the high exactness of 
the subsequent stage [11]. [12] defined Image Pre-
processing as a procedure to enhance crude pictures caught 
from cameras/sensors situated on satellites, space tests and 
air ships or pictures caught in standard day by day life for 
various frameworks. The reason for pre-pre-processing was 
an upgrade of the picture data that overwhelms unfavorable 
misrepresentations or enhances some picture features 
pertinent for extra processing with and analysis work [13]. 
The photos taken from the vision sensors experience pre-
process stage to be prepared, analyzed for an autonomous 
robot to extract the landmarks on the picture. In our work to 
improve VSLAM, at the pre-processing stage, we had 
introduced a noise filtering algorithm to remove the noise on 
pictures which were harmed by higher light intensity in the 
Acquisition stage. The next section introduces the filtering 
algorithm to remove the environmental noise such as light 
intensity had been removed from acquired image.  

C.  Image Filtering Algorithm 

An Image filtering algorithm is vital to our framework as 
it is utilized to lessen environmental noise, clean and 

improve the pictures that are as of now influenced by 
environmental noise, for example, light intensity, shadow, 
rain and so forth. Environmental noise, for example, light 
variety are common noise most particularly in office 
territories [7] and can cause the VSLAM method to fail, 
because as mentioned early in the study the environmental 
noise can harm picture, degenerate the Red Green Blue 
(RGB) shading value and bring decreased vision [14]. As 
mentioned early, in our pre-processing stage we had 
introduced a noise filtering algorithm, but in this research 
our attention is only focused on light intensity because of its 
common occurrence on a daily basis. Filtering algorithms 
are vital method in image processing, they are used to 
decrease noises in image. Environmental noise has the 
competency to destroy image, corrupt the RGB color value 
and bring poor vision that makes the image content 
interpretation difficult to analyses [14]. According to [14] 
they are several types of Environmental noises (snow, 
Shadow, fog, humility, rain, dew) exist, but in this research 
out attention is only focused on light intensity because of its 
common occurrence on a daily basis. Below is the 
illustration of a light intensity filtering algorithm 

Light intensity algorithm has the capability to minimize 
the effect of light intensity affecting the image [9]. The 
framework is first carried out on modelling the object 
reflected by camera based on dichromatic reflection 
represented as I(x).  

Thus, the light intensity detection method is based on the 
use of dark channel shown in equation (1) and automatic 
thresholding illustrated in equation (2) is used to label high 
light reflection in image. This two framework is used for 
identification for high light area because the intensity value 
of such are in the dark channel will be having high intensity 
value while non-area affected with light will be having low 
intensity value.  

darkI   of I can defined as follows: 
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Where t is a threshold value, p is the probability of 
occurrences at threshold value t, the smaller the Pt is, and 
the larger the weight will be. 

In the mark image generated by automatic thresholding of 
dark channel image, the area labelled as 1 signifies the area 
affected with light intensity and 0 signifies area that are not 
affected with light intensity. Illustration for these expression 
is given in equation (3). 

1
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In the removal process of Light intensity, Specular to 

diffuse mechanism is proposed in this framework, 

illustration of the image with minimal light intensity effect 
DI  is given in equation (4). 
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After filtered images with uncorrupted features generated 
will now be sent to localization and mapping for further 
processing of the image which will lead to minimum error in 
the estimation of the environment. 

D.  Localization and mapping 

The third phase of our framework localization and 
mapping, the whole procedure and motivation behind 
simultaneous Localization and Mapping (SLAM) is develop 
a model of its location and estimate the robot position inside 
location simultaneously [7]. This cannot be accomplished 
until the point that robot can refresh its odometry which 
gives guidance to the robot [15]. Odometry it is continually 
deceptive in begin of the robot navigation, so the robot 
needs to explore location in order for vision sensor as an 
exteroceptive sensor to obtain the scene of the environment 
in order to redress the robot position [15]. The vision sensor 
gives scene of the location in form of a picture which needs 
to go pre-processing phase to filter environmental noise 
acquired on acquisition phase [15]. The robot would 
extricate the features from the obtained picture of the earth 
and re-observing the scene the robot returns to the territory 
[16]. 

According to [17] the original SLAM posterior is given 
as follows:  

            ),|,( 1::1:1:1 totmt uzlxp                              (5) 

where tx :1  represents the path of the robot, ml :1  

represents the landmarks,  

tz :1  represents the measurements and 

1: tou represents the commands given to the robot. 

As for static landmarks, the landmark will be defined as 
follows: 

                               }{ :1:1 sm

s

m ll                        (6)                                                                                      

where m represents the number of landmarks, static 
landmarks. Static landmarks are separated from static as 
follows. Then (5) is divided into two parts as follows: 
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Also Static landmarks can be independent from each 
other as it’s shown below: 
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E.  Navigation Algorithm 

Another fundamental phase in our proposed approach is 
Navigation phase which is responsible for robot movement 
around the environment. Navigation is a science of getting 
mobile robots from place to place [18], the ability of a 
mobile robot to navigate without external aid [19]. The 
autonomous navigation of robots in uncontrolled 
environments is a challenge because it requires a set of 
subsystems to work together. It requires building a map of 
the environment, localizing the robot in that map, making a 
motion plan according to the map, executing that plan with a 
controller, and other tasks; all at the same time [20]. 
According to [21] a robot application utilizes path planning 
and local motion controls to navigate the unknown territory. 
Path planning studies a model or a map of the location to 
decide on the regular path points for an autonomous robot to 
trace from a start site to its destination. Local motion utilizes 
sensory data to decide a movement that will evade crash 
with unknown objects or objects whose station in the 
location had changed [21]. After path planning and local 
motion, the navigation algorithm will send a command to 
actuator to instruct the movement of the robot within the 
unknown location. There are many navigation algorithms 
which are available from literature each with its strengths 
and drawbacks however in our method, A* Algorithm is 
adopted this study to plan a local optimal collision-free path 
from the current location of the robot to because of its 
ability to reduces the number of node explorations with 
respect to Breadth- and Depth-First [20]. 

 
F. Dataset 

The dataset used was developed from the data used for a 
PhD Thesis by [23] as cited by [22] on efficient SLAM. “It 
was documented at the DLR  Institute of Robotics and 
Mechatronics building using a mobile robot controlled by 
hand. The building covers a region of 60m x 45m and the 
robot path consists of three large loops within the building 
(plus a small outside path) with a total length of 505 meters. 
The robot moved around in the building with artificial 
landmarks (white/black circles) placed on the ground. The 
image data has been pre-processed and the relative positions 
of the observed landmarks with respect to the observation 
point are provided.” [22]. Figure 2 depicts the architectural 
diagram of the DLR Institute of Robotics and Mechatronics 
building.  
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Figure 2: Architectural Diagram of DLR Building [22] 

Figure 3 shows a simulated map of the DLR building. 
The simulated map was also acquired from the study of 
[22]. The dataset is publicly available, and all the model 
measurements and set-up of the dataset can be acquired 
from this “Website, http://www.sfbtr8.spatial-
cognition.de/insidedataassociation/, 6 2008” [22].  

 

 

Figure 3: Simulated Map of DLR Building [22]                                           

G. Evalution metrics 

The Robot Position of the proposed VSLAM system will 
be evaluated by employing/calculating the Root mean 
Square Error (RMSE) and comparing RMSE Robot Position 
of the proposed system with RMSE of the system from 
literature. This will be supplemented by calculation of the 
Robot Position Square Error of the proposed VSLAM 
system.  

The formulation for RMSE is specified in equation (9) as: 
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                  (9) 

 

   where  kk Y-Y  refers to difference between the 

actual and  kk X-X refers to estimated distance in Y-

direction and  refers to difference between the actual and 
estimated distance in X-direction 

   The formulation for Square Error at Y-direction is 
specified in equation (10) as: 

 2

EA

2 Y-YE                                                 (10) 

       

where 2E  refers to the calculated square error, 

AY
refers to the actual distance in Y-direction, and  

EY refers to estimated distance in Y-direction. 

 

X-direction is specified in equation (11) as: 

 2EA

2 X-XE                                               (11) 

 

where 2E  refers to the calculated square error, 
AX  

refers to the actual distance in X- direction, and  
EX

refers 

to estimated distance in X-direction 

III. EXPIRIMENTS AND RESULTS 

A. Results and Ecaluation Scheme 

This chapter defines the experimental methods utilized to 
evaluate the proposed VSLAM framework that was 
introduced in the previous chapter. It is imperative to 
evaluate reliability and viability of the framework and 
ensure that objectives of the study are accomplished. To 
validate the proposed VSLAM framework, we compare the 
proposed VSLAM framework with existing SLAM system 
result(s) from literature. Utilizing these experimental 
procedures, the outcomes accomplished are contrasted and 
examined to perceive how effectively the framework we 
proposed has improved the VSLAM effectiveness.  

Our experimental methods are executed for the 
determination of error of a proposed VSLAM framework in 
estimating robot posture in X-direction within the 
environment and error of a proposed VSLAM framework in 
estimating the robot posture in Y-direction within the 
environment. 

In uncovering the framework capacity and execution, we 
evaluated the proposed VSLAM framework using a 
simulation mathematical software known as Matlab. In 
comparing a VSLAM framework with existing SLAM 
systems’ results from literature, a study done by [24] on the 
application of square-root Cubature Kalman filter in SLAM 
for an underwater robot is utilized to compare for mobile 
robot position. The next section, Section B, describes the 
parameters that we are using in our experimental set-up. 
That is followed by a presentation of  simulation results in 
Section C and then the rest of the chapter presents 
quantitative results of the simulated VSLAM framework. 

 

B. Expirimental Parametes 

In this study, we simulate the proposed VSLAM 
framework using a vision camera sensor in a pre-defined 
environment called a DLR building dataset. Table 4-1 
presents the parameters employed to simulate the proposed 
Visual VSLAM framework. 

 
Parameters Values 

Robot Speed 0.93 m/s 

Maximum Sensor Range 12 m 

Camera Field of View  

Image Resolution 320 x 240 
Table 1: Parameters 
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C. Simulation  

 

 
 

Figure 4-: Simulation Results of a proposed VSLAM system 

 
The simulation map comprises unregularly dispersed 

landmarks or landfeatures. The mobile robot starts to move 
at point (0; 0) coordinates and ends at point (-11; -12) 
coordinates of the simulation map, which is towards middle-
left of the simulation map in Figure 4. The mobile robot 
utilizes the odometry data to predict its movement along the 
simulation map.   In Figure 4, the path of the robot and all 
the landmarks or landfeatures discovered by the mobile 
robot are depicted in the map. The light-green line in the 
simulation map in Figure 4 indicates the path that the robot 
travels on when navigating the environment. Figure 4 
illustrates the linearized least squares result with ground 
truth of the landmark locations. The Blue stars are the 
ground truth of landmark or landfeature locations. The 
ground truth of landmarks and poses of the mobile robot are 
utilized to update the odometry data as the mobile moves on 
the simulation environment.  

D. Quantitative Analysis of Robot Position 

 

 
Figure 5: Graphical Results of Robot Position at X-direction 

 
Figure 6: Graphical Results of Robot Position at Y-direction 

 

 

In Figure 5 and Figure 6, we measure the proposed 
VSLAM framework robot position towards the true position 
within a pre-defined environment in X-direction and Y-
direction. This experiment is very important because it 
displays the effectiveness of the proposed VSLAM 
framework towards Localization. Localization is when a 
robot it able to estimate its position which is a requirement 
for building an accurate map for navigation, therefore it is 
crucial for a mobile robot to know where it is inside the 
environment at all times. In both Figure 5 and Figure 6, the 
x-Axis represents iterations whereas the y-Axis represents 
the robot location in metres within a simulation map. The 
orange colour line on Figure 5 and Figure 6 represents robot 
position of a proposed VSLAM framework and the blue 
colour line represents the true robot position. Both Figure 5 
and Figure 6 show minimal deviation between the robot 
position of a proposed VSLAM framework and the true 
robot position. Next, we look at the amount of square error 
between the robot position of a proposed VSLAM 
framework and the true robot position in X-direction and Y-
direction. 

 
 

 

Figure 7: Graphical Results of Error in Robot Position Estimate for X-

direction 

 

Figure 8: Graphical Results of Error in Robot Position Estimate for Y-

direction 

Figure 7 and Figure 8 show the amount of square error 
between the proposed VSLAM framework robot position 
and the true position within a pre-defined environment in X-
direction and Y-direction. Figure 7 shows the minimum 
error of 0 meters and maximum error of 0,168m in X-
direction whereas Figure 8 shows the minimum error of 0 
meters and maximum error of 0,494 meters in Y-direction. 
These errors are mostly due to large odometry data error and 
loop closure challenges affected when the robot enters and 
re-enters the outdoor environment. 
 

RMSE  in Robot Position  

SLAM System RMSE 

Proposed VSLAM System  0.13 m 

Cubature Kalman Filter (CKF) SLAM [24] 0.19 m 

Square Root Cubature KF (SRCKF) SLAM [24] 

 

 

 

0.15 m 
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Table 2: Comparison of Root Mean Square Error in Robot Position  

Table 2 shows a tabular comparison of a RMSE in robot 
position of a proposed VSLAM system and SLAM using 
CKF and SRCKF SLAM algorithm from the study that was 
done by [24]. Both algorithms, CKF and SRCKF as well as 
Extended Kalman Filter are extensions of Kalman Filter. 
Table 4-2 compares RMSE of the two systems. The results 
on Table 2 show that a proposed VSLAM system RMSE in 
robot position Estimation is lesser than systems done in the 
study by [24] simulated using the CKF and Square SRCKF 
SLAM algorithms. However, both systems utilized different 
parameters and were tested under different conditions. We 
can only speculate that our algorithm has a lower RMSE due 
to the noise filter we used.   

 

IV. CONCLUSION 

 
SLAM is a capability of an autonomous mobile robot to 

create a map of an unknown environment and localise itself 
at the same time. VSLAM is when an autonomous robot 
utilizes the operation of a vision sensor or camera to 
navigate and create a model of an unknown environment. 
SLAM framework permits an autonomous robot to operate 
self-sufficiently and cleverly. The utilization of a camera in 
SLAM allows a mobile robot to have vision capability 
similar to human beings and/or animals. The purpose of our 
study is to address the difficulties of environmental noise 
such as light intensity in a stationary/static environment to 
enhance the execution of a VSLAM system. In our efforts to 
address this challenge an image filtering algorithm has been 
applied into a VSLAM framework to reduce the effects of 
environmental noise such as light intensity coming from a 
vision sensor. EKF SLAM has also been applied in the 
proposed framework to localize the mobile robot and map 
the environment together with A* algorithm to assist the 
mobile robot in navigation. The image filtering algorithm 
was able to minimise the amount of high light intensity 
within an image. The proposed VSLAM framework has 
been extensively experimented for robot position estimation 
in both Y-direction and X-direction and we have 
demonstrated the performance of experiments, and the 
outcomes achieved of the proposed VSLAM framework. 
After minimising the effects of light intensity by using the 
Light Filtering Algorithm, the proposed VSLAM system 
was able to depict a RMSE of 0.13, which is less than the 
study done by [24]. The proposed Visual Simultaneous 
Localization VSLAM system is able to obtain better results 
in mapping the location, locating the mobile autonomous 
robot and navigating the location. Our improved VSLAM 
system was able to better classify the position of a robot. 
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