The Online Handwriting Recognition Through Mining Frequent Patterns
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Abstract— This paper presents on-line handwriting recognition method based on the extraction of two types of frequent pattern: frequent closed patterns and frequent maximal patterns. We considered the knowledge Discovery process in Databases (KDD) as a guideline for our approach. We generate signatures representatives of the handwriting identity to be analysed. These signatures are based on the extraction algorithms of frequent patterns and on the transformation of the original database. This allowed us to ensure invariance to scaling, rotation and translation.
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I. INTRODUCTION

In view of the technological developments in communication’s field and various types of new mobile devices, handwriting recognition is becoming in our days a common purpose and a performance criterion. New application areas are incorporated into tablets and iPhone, note for example handwritten notes and features of gestures in iPhone [4] [5] [8]. In fact, signal’s acquisition is performed by an electronic pen, which comprises micro-sensors, or by a stylus on a sensitive surface, or by coupling pen / screen based on an electromagnetic field as the shelves SAMSUNG Galaxy or IPad and graphics pen Wacom tablets.

The handwriting line (also dynamic) is obtained by a continuous input and is presented in the form of a sequence of points ordered in time scale. Furthermore, temporal representation enable having information about writing speed, its morphology, pen pressure and the order and the direction of the trace. In this case handwriting can be considerate as behaviour over time that eventually describes a form at last lifted the pen. Several approaches have been proposed to solve online handwriting recognition issues from signal pre-processing level to classification.

The property of the signal is taking the form of a path, and designed large databases prompted us to look at some data mining algorithms to search through the paths [12].

According to this reason, we will focus to both types of frequent extraction algorithms that have an interesting property in online handwriting recognition.

II. ONLINE HANDWRITING

A. The difficulties of online handwriting recognition

Variability in handwriting is the major element that reflects the actual difficulty of handwriting recognition. Indeed, variability often presents several forms: the intra-writer (from the same writer), and inter-writer variability (compared to several writers) [7].

In fact, there are other difficulties to be overcome during the signal processing of the handwriting. We cite the ambiguity that we can find between shapes as the lowercase "o", the uppercase letter "O" and the symbol "°" ligatures that connect them and the characters that can represented a source of confusion, or diacritic marks. In addition, time information is very useful for solving recognition difficulties, but we must take into account the direction of writing (the clockwise direction or the reverse).

Also the fast speed writing can cause missing dots in the plots. These missing values affect negatively the recognition of online writing.

B. Architecture of the online handwriting recognition system

Online handwriting recognition starts from the acquisition of information that corresponds to tracking the trajectory of the pen tip. The main treatments that characterize the process of handwriting recognition are presented in Fig. 1 [7].

![Fig. 1 General diagram of a system for online handwriting recognition](image-url)

1) Pre-treatment: The purpose of pre-processing is to eliminate irrelevant information that may adversely affect recognition. Pre-treatment techniques are presented by removing duplicated items, standardization, interpolation of missing points, the peak detection, elimination of unnecessary hooks or small bows and smoothing. In [10] these techniques
are applied to the recognition of handwritten Gurmukhi numbers online.

The slow writing can cause the repetition of coordinates at the same position, usually in the corners. All these points are removed by checking the coordinates of any two points are identical. If they are at the same position, one of them is kept and the others are discarded.

The normalization of a trace size has an important role in the online handwriting recognition. A number of nominal size is recognized much more quickly than sales of variable size. Standardization includes basic techniques such as zooming, translation and rotation. Normalization is performed to remove a portion of changes in writing style and simplify online form.

Regarding detection of spikes in a plot, it is based on the calculation of the angles between two successive segments. Through the detection peaks, we can remove unnecessary or small hooks arcs representing a slight deformation of the shape. Finally, smoothing a path is applied in order to eliminate errors from the erratic movement of the hand while writing. This smoothing can be performed by changing the value of each point by the mean value of k neighbours [11].

In [12], features are divided in two categories: quantitative and qualitative. The quantitative characteristics include the number of points, measures of text, the weight of text above and below the baseline. On the other hand, the quality characteristics include branches, topological descriptions, the topological relationships, the position of the points, connection points, and junction points. The authors present a state of the art approaches made from 1987 to 2011 using several types of features extracted from the signal. Structural characteristics are widely used in relation to statistical characteristics, we can cite as an example the approach based on the Freeman coding [15] which gives a recognition rate of 77% for words. Directions Freeman were used in [16] and gave a rate that rises to 97.6 %.

We note that the approach using the characteristics of global transformation and approaches that combine between structural and statistical characteristics do not meet the recognition rate approaches utilizing channels codes.

We can consider the work on signatures online since writing is a pattern or shape that is built over time. The authors of [17] studied the effect of the use of six overall characteristics of the performance of the verification system. The characteristics are studied: the total time, the total time pen-up, the number of sign changes in the speed of the x and the y direction, the number of sign changes of acceleration in the x-axis and y direction. In online recognition of signatures, the vectors are time-based, the problem occurred when the calculated distance between the similarity vectors which are not the same size.

In [13], the authors used ten parameters: six dynamic characteristics based on the time information and four static characteristics modelling the appearance and the trajectory representing the geometric and spatial information. The author presents in [14] a feature extraction based on an alphanumeric coding according to the directions and the position of the lines.

III. FREQUENT PATTERN MINING

C. Knowledge Discovery in Databases (KDD)

No trivial process of identifying, of valid patterns (for a new data with a high degree of certainty), potentially useful, ultimately understandable. (Should lead to a helpful decisions), ultimately understandable. The overall process consists on transforming the low-level data in high-level data [1]. The process of knowledge discovery in databases (KDD) is composed of several steps presented in Fig. 2.

![Knowledge discovery in databases](image-url)
The first step called the Data Selection step is composed on various tasks of integration and cleaning. It consists in identifying and eliminating the noisy data from databases. The second step is a pre-processing step, it select and standardize the relevant data in the decision process, also it allows to reduce the number of dimensions and other well treatments of transformation that can be used as raw data for analysis.

The data mining step occurs to extract patterns or to synthesize the information contained in the data previously treated [2]. Depending on the needs and the objectives of data analysis, models are extracted by different techniques: classification, clustering and or extraction of frequent patterns [1].

D. Frequent patterns

1) Definitions: We consider a set of n items such as \( I = \{i_1, i_2, ..., i_n\} \). \( D \) is a database with \( m \) transactions such as \( D = \{t_1, t_2, ..., t_m\} \), for each \( t_i \), with \( 1 \leq i \leq m \), it is composed on an itemset \( C \subseteq I \) (a unique identifier is assigned to each transaction):

- An itemset \( I_1 \) is a set of attributes or items contained in \( I \). The smallest itemset is the empty set. The largest itemset contains all the items \( I \).
- An itemset having a size \( k \) is called \( k \)-itemset.
- The support of an itemset \( I_1 \) is defined as the percentage of transactions of \( D \) containing \( I_1 \).
- An itemset \( I_1 \) is said frequent if the support is higher than or equal to the minimum threshold support (\( \text{minsupp} \)) defined by the user:

\[
\text{support}(I_1) \geq \text{minsupp} \quad (1)
\]

In the literature several types of frequent patterns were extracted via very specific algorithms, in the following we present only two types: frequent closed patterns and the maximum frequent patterns.

2) Frequent closed patterns: Closed itemsets are a condensed form of all frequent itemsets. Otherwise, we can know the support for each frequent itemset, without scanning the database, based on closed itemsets.

An itemset is said closed if it is frequent and it has no common on-set that has the same support [6] [9].

3) Frequent maximal patterns: An itemset is said maximal if it is frequent and if he has no appropriate frequent superset.

IV. MOTIVATION

Our ultimate goal is to represent the identity of online handwriting without taking account of the writer and with minimal information. More than that, we want a global representation.

Scripters change, variations in writing are notable but still recognizable; in other words the identity of the letters has been preserved. We propose to apply two types of algorithms for extracting frequent patterns: an algorithm for the extraction of frequent closed patterns and an algorithm for the extraction of the frequent maximal patterns.

We chose these two algorithms according to their already mentioned properties and because their compression effects.

Indeed, the characteristic of closed frequent patterns is that there is no loss of information in the extracted frequent patterns, which can help us to achieve our goal [3].

Furthermore, the property which characterizes the algorithm of extraction of frequent maximal patterns indicates that a frequent pattern is said maximal if any one of her directly sub pattern is frequent. So we can consider that the frequent patterns are representative or "bounding", which leads us to say that this type of algorithm may be the solution to achieve the identity of handwriting with a less data.

V. CONTRIBUTION

E. Selection of data

A step of cleaning is crucial to preserve the useful data in the database. This step is to remove all redundant pixels. This redundancy is due to the speed of the writer who does not follow the sampling rate for recording the coordinates of the pixels; then we can find the same pixel recorded several times. This step is essential because we must choose successive pixels in space.

F. Transformation and pre-treatment

In the database we have an ordering list of pixels represented by coordinates X and Y. We will successively extract segments that are represented by four pixels, what are meaning that for each step of four pixels we will extract a segment in chronological order (from time \( t_0 \) until the end of recording).

During the extraction of each segment, we will extract the characteristics of each. The characteristics that we must calculate and record are as follows:

- we use an elliptical envelope on each segment to identify the major axis and the minor axis. These two elements described us in an explicit way the curvature and length of each segment. Also, they implicitly communicate to us the relationship between her and the speed of writing (for example, if the minor axis is not around 0 and the major axis is very large then the writer has accelerated in this area trace).
- we will grasp the sense of the order of pixels in the segment. Respecting the order and relying on pixel coordinates, we mentioned that the direction is from bottom to top, top to bottom or the direction is horizontal. This element is very important; it allows us to discriminate the segments with the same characteristics as the other senses. For example, it allows us to neglect the "mirror effect" found in some letters like "N" and "M".
- we will locate the position of the segment that follows current segment. This data will include three values: "right," "left" or "continuity". This data allows us to guarantee the invariance for rotation and scaling invariance. Indeed, the position of the next segment is compared to the current segment, and thus in changing the rotation, data will remain the same. Also during a change of scale, the data is invariant.
When the three features are extracted (with preserving the order) we will discretise the values of the major axes and minor axes on 3 levels. This discretization is achieved by clustering K-means algorithm. Then we will get 3 groups for minor axes (small, medium and large) and three groups for the major axes (small, medium and large).

G. Datamining

In this stage the idea is to extract frequent patterns of the new database after transformation (paragraph IV.B). When we have applied the algorithm of frequent pattern on data base, we will obtain a set of frequent patterns related to each word.

Then we will standardize the size of frequent patterns that characterize each word in a matrix. This matrix may be representative by applying to each column the standard deviation. So we get an imprint of the dispersion values. Finally, we have a vector (or signature) representative for each frequent pattern groups (respectively for each word).

We will validate the quality of signatures by a supervised classification with some classification algorithms.

VI. RESULTS

We used a database composed of Latin words. Each word has two different letters; we took into consideration the intra-writer variations and the inter-writer variations.

We used to data entry a graphic tablet MANHATTAN. Data recording is done by the recovery of x and y coordinates and the time t of the entry in an XML file. We applied a supervised classification algorithm using five classifications via Weka: « Multilayer Perceptron », « SVM », « K-nearest neighbour », « J48 » and « Naive Bayes ». Concerning the validation method we used « Cross Validation ».

The used extraction algorithms of frequent patterns are: the Charm algorithm for frequent patterns closed [19] and Charm MFI algorithm for maximal frequent patterns [20].

In Fig. 3 and Fig. 4, the quality of generating signatures after the extraction of frequent closed is clearly higher. The percentage of classification varies between 53.85% and 65.03% for minsupp = 0.65; satisfactory results for J48 and Multilayer Perceptron the results vary between 71.32% and 76.92% for minsupp = 0.4 and = 0.45 minsupp. But the results are higher for minsupp = 0.5, they reach 79% for Multilayer Perceptron and K-nearest neighbor and 74.82% for J48. Values are a little higher than minsupp = 0.45.

We note that the rates are low when the minsupp is very low (0.20%) or very large (0.65%) for the two algorithms. Only the rates were significantly higher for Charm algorithm for minsupp value equal 0.5 to 0.55 (that is compared to the second algorithm Charm MFI).

![Fig. 3. Variation curves of the correct: Charm algorithm](image)

![Fig. 4. Variation curves of the correct classification rate: Charm MFI algorithm](image)

We note that the rates are low when the minsupp is very low (0.20%) or very large (0.65%) for the two algorithms. Only the rates were significantly higher for Charm algorithm for minsupp value equal 0.5 to 0.55 (that is compared to the second algorithm Charm MFI).

Although we found a peak value equal to 0.4 minsupp, we cannot say that a signature is representative, this is for two reasons:

![Fig. 5. Variation of the correct classification rate with: Charm MFI and Charm algorithms](image)
• The first is that for the same value 0.4 the correct classification rate is very low for other classification algorithms.

• Secondly, we want the signature represents the identity of words, this is guaranteed at a high value of minsupp, except in this case the value of minsupp is equal to 0.4. So, we determined that this value should be neglected.

The results presented by the charm algorithm, are more convincing (Fig. 5). The loss of information caused by the extraction of the maximum frequent patterns via the Charm MIF algorithm significantly affects the results.

VII. CONCLUSION

We find that the signatures, based on frequent closed patterns, are best in terms of quality. The signature is extracted from a group of frequent patterns representing the words. The idea is to represent the word in a global way and being insensitive to noise and variations of writing. We find that we must focus on methods that apply the extraction of frequent patterns as association rules taking into consideration the time factor.
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