Multiclass Support Vector Machines for Environmental Sounds Recognition with Reassignment Method and Log-Gabor Filters
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Abstract—We present a robust environmental sound classification approach, based on reassignment method and log-Gabor filters. In this approach the reassigned spectrogram is passed through a bank of 12 log-Gabor filter concatenation applied to three spectrogram patches, and the outputs are averaged and underwent an optimal feature selection procedure based on a mutual information criterion. The proposed method is tested on a database of 10 environmental sound classes. The evaluation system is realized by using the multiclass support vector machines (SVM’s) that gave rise to a recognition rate of the order 90.87%.
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I. INTRODUCTION

The environmental sounds domain is vast; it includes the sounds generated in domestic, business, and outdoor environments and can offer many services, for instance surveillance and security applications. Recently, some efforts have been interested in detecting and classifying environmental sounds [1], [2].

In the literature, the majority of studies present approaches for classifying sounds using such as acoustic, cepstral, or spectral descriptors. These descriptors can be used as a combination of some, or even all, of these 1-D audio features together [1]. Recently, some efforts emerge in the new research direction, which demonstrate that image processing techniques can be applied in musical [3], and environmental sounds [4]. In our previous work [4], we have showed that spectrograms can be used as texture images. In order to enhance this work, this paper develops method, based on spectrogram reassignment and spectro-temporal components.

However, the spectrogram reassignment is an approach for refocusing the spectrogram by mapping the data to time-frequency coordinates that are nearer to the true region of the analyzed signal support [5].

Besides, the reassignment method is applied to the spectrogram to improve the readability of the time-frequency representation, and to assure a better localization of the signal components.

Indeed, many studies [6] and [7] show that spectro-temporal modulations play an important role in automatic speech recognition (ASR), in particular log-Gabor filters. Our method begins by spectrogram reassignment of environmental sounds, which then was passed through an averaged 12 log-Gabor filters concatenation applied to three spectrogram patches, and finally passed through an optimal feature procedure based on mutual information. In classification step, we use the SVM’s with multiclass approach: One-Against-One.

This paper is organized as follows. Section 2 describes environmental sound classification system. Classification results are given in Section 3. Finally conclusions are presented in Section 4.

II. ENVIRONMENTAL SOUND CLASSIFICATION BASED ON REASSIGNMENT METHOD AND LOG-GABOR FILTERS

A. Feature Extraction Method

The method consists in using the reassigned spectrogram patch. The aim is to find the suitable part of spectrogram, where the efficient structure concentrates, which gives a better result. We tested our method using log-Gabor filter for three spectrogram patches. We tested for patch number $N_p =$
we remark that the satisfactory result is obtained for $N_{p} = 3$.

The idea is to extract three patches from each reassigned spectrogram. The first patch included frequencies from 0.01Hz to 128Hz, the second patch, from 128Hz to 256Hz, and the third patch, from 256Hz to 512Hz. Indeed, each patch goes through 12 log-Gabor filters \{$G_{11}, G_{12}, ..., G_{20}, G_{21}, ..., G_{25}, G_{26}$\}, followed by an average operation and then, MI feature selection algorithm is used, which constitutes the parameter vector for the classification (Fig.1).

**Fig. 1.** Feature extraction using 3 spectrogram patches with 12 log-Gabor filters

### B. Reassignment Method

The spectrogram is the square modulus of the Short Time Fourier Transform $STFT_{h}(x; t, \omega)$

$$S_{h}(x; t, \omega) = |STFT_{h}(x; t, \omega)|^2$$  \tag{1}

$$STFT_{h}(x; t, \omega) = \int_{-\infty}^{\infty} x(u) h^{*}(t-u) e^{-j\omega u} \, du$$  \tag{2}

Nevertheless, this representation has certain disadvantages. This disadvantage is manifested by its unseparable kernel allowing the spreads of the time and frequency smoothings bound, and even opposed [8], which leads to the spectrogram a loss of resolution and contrast [9].

Hence, the reassignment is going to re-focus the energy spread by the smoothing [10]. However, the reassignment application in time–frequency representation provides to run counter to its poor time-frequency concentration.

In this case the smoothing kernel $\phi_{TF}(u, \Omega)$ is the Wigner-Ville distribution of some unit energy analysis window $h(t)$, with $\phi_{TF}(u, \Omega) = \text{WV}(h; u, \Omega)$.

The values of the new position of energy contributions $(\tilde{t}(x; t, \omega), \tilde{\omega}(x; t, \omega))$ are given by the center of gravity of the signal energy located in a bounded domain centered on $(t, \omega)$.

These coordinates are defined by the smoothing kernel $\phi_{TF}(u, \Omega)$ and computed by means of short-time Fourier transforms in the following way [8]:

$$\tilde{t}(x; t, \omega) = t - \frac{\int \int \Omega. \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}{\int \int \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}$$  \tag{3}

$$\tilde{\omega}(x; t, \omega) = \omega - \frac{\int \int \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}{\int \int \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}$$  \tag{4}

$$\tilde{t}(x; t, \omega) = \omega - \frac{\int \int \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}{\int \int \text{WV}(h; u, \Omega) \text{WV}(x; t-u, w-\Omega) \, du \, d\Omega}$$  \tag{5}

$$\tilde{\omega}(x; t, \omega) = \tilde{\omega}(x; t, \omega)$$

$$\text{with } Ri(x; t, \omega) = x(t). X^{*}(\omega)e^{-j\omega t}$$

where $\delta(t)$ is the Dirac impulse.

For more explication, you can see Appendix of [8]. The corresponding equation to the reassignment operators is writing in the following way:

$$M_{h} = \int \int S_{h}(x; t, w) \delta(t' - \tilde{t}(x; t, w)). \delta(w' - \tilde{\omega}(x; t, w)) \, dw \, dt$$  \tag{6}

We adopted in this work the reassignment method in order to obtain a clear and easily interpreted spectrogram, whose purpose is to improve the classification system performance realized in previous work [11].

### C. Log-Gabor Filters

Gabor filters offer an excellent simultaneous localization of spatial and frequency information [7]. They have many useful
and important properties, in particular the capacity to decompose an image into its underlying dominant spectro-temporal components [6].

The log-Gabor function in the frequency domain can be described by the transfer function \( G(r, \theta) \) with polar coordinates [7]:

\[
G(r, \theta) = G_{\text{radial}}(r) \cdot G_{\text{angular}}(\theta)
\]

Where \( G_{\text{radial}}(r) = e^{-\log(r/\rho_0)^2/2\sigma_0^2} \), is the frequency response of the radial component and \( G_{\text{angular}}(\theta) = \exp\left(-\left(\theta/\theta_0\right)^2/2\sigma_0^2\right) \) represents the frequency response of the angular filter component.

We note that \((r, \theta)\) are the polar coordinates, \(f_0\) represents the central filter frequency, \(\theta_0\) is the orientation angle, \(\sigma_r\) and \(\sigma_\theta\) represent the scale bandwidth and angular bandwidth respectively.

The log-Gabor feature representation \( |\mathcal{S}(x, y)|_{m,n} \) of a magnitude spectrogram \( s(x, y) \) was calculated as a convolution operation performed separately for the real and imaginary part of the log-Gabor filters:

\[
\begin{align*}
\text{Re}(\mathcal{S}(x, y))_{m,n} & = s(x, y) \ast \text{Re}(G(r_m, \theta_n)) \\
\text{Im}(\mathcal{S}(x, y))_{m,n} & = s(x, y) \ast \text{Im}(G(r_m, \theta_n))
\end{align*}
\]

\( (x, y) \) represents the time and frequency coordinates of a spectrogram, and \( m = 1, \ldots, N_r = 2 \) and \( n = 1, \ldots, N_\theta = 6 \) where \( N_r \) devotes the scale number and \( N_\theta \) the orientation number.

This was followed by the magnitude calculation for the filter bank outputs:

\[
|\mathcal{S}(x, y)| = \sqrt{\left(\text{Re}(\mathcal{S}(x, y))_{m,n}\right)^2 + \text{Im}(\mathcal{S}(x, y))_{m,n}^2}
\]

\( D. \) Averaging of Log-Gabor Filters

The averaged operation was calculated for each 12 log-Gabor filter appropriate for each three reassigned spectrogram patches. The purpose being to obtain a single output array [7]:

\[
|\mathcal{S}(x, y)| = \frac{1}{N_rN_\theta} \sum_{m=1}^{N_r} \sum_{n=1}^{N_\theta} |\mathcal{S}(x, y)|_{m,n}
\]

\( E. \) Mutual Information

The feature vectors were reduced using the mutual information feature selection algorithm.

The information found commonly in two random variables is defined as the mutual information between two variables \( X \) and \( Y \), and it is given as [12]:

\[
I(X;Y) = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log \frac{p(x, y)}{p(x)p(y)}
\]

Where \( p(x) = \Pr(X = x) \) is the marginal probability density function and \( p(x) = \Pr(X = x) \), and \( p(x, y) = \Pr(X = x, Y = y) \) is the joint probability density function.

\( F. \) SVM Classification

For the classification, we employ a Support Vector Machine. The SVM’s is a tool for creating practical algorithms for estimating multidimensional functions [13].

In the nonlinear case, the idea is to use a kernel function \( K(x_i, x_j) \), where \( K(x_\mu, x_\nu) \) satisfies the Mercer conditions [14]. Here, we used a Gaussian RBF kernel whose formula is:

\[
k(x, x') = \exp\left[-\frac{||x-x'||^2}{2\sigma^2}\right].
\]

\( III. \) CLASSIFICATION RESULTS AND DISCUSSION

Our corpus of sounds comes from commercial CDs [16]. We used 10 classes of environmental sounds as shown in Table 1. Most of the signals are impulsive. We took 2/3 for the training and 1/3 for the test. We suggested for classification the cross-validation procedure [17].

We use the following couples:

\[
C, y \in \mathcal{C} = \{2^{(-3)}, 2^{(-4)}, \ldots, 2^{(-15)}\} \text{ et } y \in \{2^{(-1)}, 2^{(-2)}, \ldots, 2^{(3)}\}.
\]

Fig. 2 depicts environmental sounds spectrograms and their reassigned representation. Each class contains sounds with
very different temporal or spectral characteristics, levels, duration, and time alignment. For example door slams (Ds) present a wide frequency band but with a short duration. In addition, for the children voices (Cv), we can distinguish the presence of the privilege frequencies. Concerning phone rings (Pr), we notice that they present fundamental frequencies.

We notice a significant improvement in localization of the reassigned spectrogram in time-frequency domain in comparison to the spectrogram obtained by Short Time Fourier Transform. However, as illustrated in Fig. 2 the best localization amongst the considered representations is obtained with the reassignment method application to spectrogram.

Results of third approach are shown in Table 2. Besides, we obtained in this approach an averaged accuracy rate of the order 90.87%. This result is better than the first method result but is slightly lower than the second method result. Also, this method leads to an increase approximately 4% of averaged recognition compared to the result obtained when we applied 12 log-Gabor filters to three patches spectrogram [11] without use of reassignment method.

Moreover, applying the reassignment method on the environmental sound spectrogram enhances the performance of used system.

The experimental results reported in this work show that the reassignment method provides a higher improvement in the environmental sounds classification. Therefore, with the reassignment method we can easily interpret the spectrogram signature.

In addition, the important point of the reassignment method is the proper choice of smoothing kernel in order to produce simultaneously a high concentration of the signal components [8]. The purpose of reassignment method is to build a readable time-frequency representation process.

Previous studies [10], [18] show that using reassignment method can improve the detection, the additive sound modeling, and the classification performance. Nevertheless, features extracted from reassigned spectrogram improve the classification results as shown in Table II. SVMs have proven to be robust in high dimensions. Also SVMs are well founded mathematically to reach good generalization while keeping high classification accuracy.

Indeed, the key idea consists in application of reassignment method to 3 spectrogram patches, then passed through a log-Gabor filters concatenation, after that an averaged operation is applied, followed by the mutual information criteria for optimization.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Parameters</th>
<th>Kernel (C, γ)</th>
<th>Classif. Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ds</td>
<td>(2^(-3) 2^5)</td>
<td>94.87</td>
<td></td>
</tr>
<tr>
<td>Ep</td>
<td>(2^(-4) 2^6)</td>
<td>88.75</td>
<td></td>
</tr>
<tr>
<td>Cb</td>
<td>(2^(-5) 2^4)</td>
<td>78.57</td>
<td></td>
</tr>
<tr>
<td>Db</td>
<td>(2^(-1) 2^7)</td>
<td>89.58</td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>(2^(-5) 2^3)</td>
<td>93.75</td>
<td></td>
</tr>
<tr>
<td>Cv</td>
<td>(2^(-3) 2^5)</td>
<td>85.71</td>
<td></td>
</tr>
<tr>
<td>Gs</td>
<td>(2^(-4) 2^4)</td>
<td>95.83</td>
<td></td>
</tr>
<tr>
<td>Hs</td>
<td>(2^(-3) 2^3)</td>
<td>95.58</td>
<td></td>
</tr>
<tr>
<td>Mc</td>
<td>(2^(-4) 2^5)</td>
<td>92.85</td>
<td></td>
</tr>
<tr>
<td>Cy</td>
<td>(2^(-3) 2^4)</td>
<td>93.30</td>
<td></td>
</tr>
</tbody>
</table>
The performance of the proposed classification system has been evaluated and compared with our previous work by using a set of synthetic test signals. However, the proposed method maintains overall good performance. The experiments results are satisfactory, which encourages us to investigate better in the reassignment method.

IV. CONCLUSIONS

In this paper, we propose a robust method for environmental sound classification, based on reassignment method and log-Gabor filters. We show how this method is efficient to classify the environmental sounds. Besides, our method uses an averaged 12 log-Gabor filters concatenation applied to 3 reassigned spectrogram patches. Our classification system obtains good averaged classification result of the order 90.87%.

Furthermore, reassignment method improves classification results. It used as the key element of obtaining an optimal classification compared to our previous methods [11]. In addition, this paper deals with robust features used with one-against-one SVM-based classifier in order to have a system that quietly works, independent of recording conditions. Future research directions will include other methods extracted from image processing to apply in environmental sounds classification and will can be improved while digging deeply into reassignment methods.

REFERENCES


