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Abstract—In this paper, a new technique of decentralized
control synthesis with decentralized state observer is proposed
by using orthogonal functions. The use of this interesting tool
allows the conversion of differential state equations intoa set of
algebraic ones by expanding the system inputs and outputs vari-
ables on an orthogonal functions basis and using the operational
properties of the considered orthogonal functions. The developed
method leads to the determination of decentralized controlgains
even when the subsystems states are not all measurable. With
this approach each controlled subsystem of the global system has
the desired performances of a chosen reference model.

Index Terms—Decentralized control, decentralized state ob-
server, orthogonal functions, reference model.

I. I NTRODUCTION

In the last decades The decentralized control has given
rise to enourmous studies based on large scale interconnected
systems, especially when it is related to sensitive fields such as
power generating plants, aircraft dynamics, economic models
and others.

The decentralized control of an interconnected system aims
to make each system perfectly regulated using only its own
local state variables, and at the same time to insure the
global stability of the whole system. Often the complete
state measurements are not available at each subsystem for
decentralized control. Consequently the state observer can be
used to estimate the non measurable subsystem states [1].

However, the complexity of the considered large scale
interconnected systems makes, in general, the synthesis of
a decentralized controller relatively difficult, espacially when
desired performances have to be imposed for the system as
optimal control, or the tracking of a chosen reference model.

In the literature different techniques of decentralized control
design are developed [2], [3], [4]. Only that, the proposed
approaches are in general concerned with particular classes
of interconnected systems, and specific conditions have to be
verified in order to achieve the problem resolution.

The focus of this paper is the development of a decentralized
control design technic with decentralized observer using the
expension of the dynamic system and the state observer
variables on an orthogonal functions basis.

The orthogonal functions have been succesfuly applied
for the identification, model reduction, analysis and control
of linear and some classes of nonlinear systems [5], [6].

There is different orthogonal functions basis such as Legendre
polynomials [7], Chebychev [8], or Hermite polynomials [9]
and Walsh functions [10].

The important operational properties of the orthogonal
functions as the integration operational matrix are exploited
in this contribution to design a decentralized observer and
develop a new technique leading to the determination of linear
decentralized control laws such that each controlled subsystem
of the global system has the desired performances of a chosen
reference model.

This paper is organized as follows: a short review of the
orthogonal functions is persented in the second section. In
the third section our main contribution is exposed where we
present the proposed approach of the decentralized control
synthesis with decentralized state observer using orthogonal
functions. A numerical simulated example is provided in the
fourth section to illustrate the developed method.

II. REVIEW OF ORTHOGONAL FUNCTIONS

Consider a complete set of orthogonal functions
φ= {φi(t), i ∈ N} defined on an interval[a, b] ⊂ R.
The principle of orthogonality leads to the property:

∀i, j ∈ N,

b∫

a

w(t)φi(t)φj(t)dt = δijqi (1)

where w(t) is the weight functionδij is the Kronecker’s
symbol.
An integrable functionf on [a, b] can be developed as:

f(t) =

∞∑

i=0

fiφi(t) (2)

where:

fi = 1/qi

∫ b

a

w(t)f(t)φi(t)dt (3)

For obvious practical reasons, the development is truncated to
orderN which is large enough to allow a good approximation.
Thus, one has:

f(t) ∼=

N−1∑

i=0

fiφi(t) = FNΦN (t) (4)
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with:
FN = [f0 f1 ... fN−1]

ΦN (t) = [φ0(t) φ1(t) ... φN−1(t)]
T

This truncated projection of scalar or vector functions canbe
very useful in practice in different kinds of engineering prob-
lems related to modelling, identification ,analysis, simulation,
control, etc.
Indeed, by means of the operational properties of orthogonal
functions, the differential equations describing dynamicpro-
cess can be reduced into algebraic relations allowing important
simplifications in the analysis or synthesis problems.

A. Operational matrix of integration

For a given basis of orthogonal functionsφ= {φi(t), i ∈
N}, the operational matrix of integration is a constant matrix
PN ∈ R

N×N such as:
t∫

a

ΦN (τ)dτ ∼= PNΦN (t) (5)

Obviously, the operational matrix of integration depends on
the type of considered orthogonal basis. We consider in this
study to use a set of Legendre polynomials as a complete basis
of orthogonal functions.

B. Legendre polynomials

The Legendre polynomials are orthogonal on the interval
[−1, 1], with a weight functionw(τ) = 1.
The set of Legendre polynomials is obtained from the formula
of Olinde-Rodrigues:

Ln(τ) =
1

2nn!

dn(τ2 − 1)n

dτn
(6)

This gives:

L0(τ) = 1, L1(τ) = τ, L2(τ) =

(
3τ2 − 1

2

)

(7)

These polynomials can also be obtained from the recursive
relationship [11]:

(n+ 1)Ln+1(τ) = (2n+ 1)τLn(τ) − nLn−1(τ) (8)

with: L0(τ) = 1 et L1(τ) = τ

C. The shifted Legendre polynomials

To obtain orthogonal Legendre polynomials on the interval
[0, tf ], we perform the following change of variable:

τ =
2t

tf
− 1 with 0 ≤ t ≤ tf (9)

The recursive relationship (8) becomes:

(n+ 1)φn+1(t) = (2n+ 1)(
2t

tf
− 1)φn(t)− nφn−1(t) (10)

with φn(t) The shifted Legendre polynomials for0 ≤ t ≤ tf .

andφ0(t) = 1 et φ1(t) =
2t

tf
− 1

The principle of orthogonality of The shifted Legendre poly-
nomials is expressed by the following equation [12]:

∫ tf

0

φi(t)φj(t)dt =
tf

2i+ 1
δij (11)

So, any integrable function on[0, tf ] can be developed into a
series of shifted Legendre polynomials as follows:

f(t) =
∞∑

i=0

fiφi(t) (12)

where the coefficientsfi are given by [13]:

fi =
2i+ 1

tf

∫ tf

0

f(t)φi(t)dt (13)

we choose an orderN sufficiently large to represent the
function f(t):

f(t) ∼=

N−1∑

i=0

fiφi(t) = FNΦN (t) (14)

with:

FN = [f0 f1 ... fN−1]

and:

ΦN (t) = [φ0(t) φ1(t) ... φN−1(t)]
T

D. The operational matrix of integration of shifted Legendre
polynomials

In the case of shifted Legendre polynomials, The operational
matrix of integrationPN is given as follows [14]:

PN =
tf
2












1 1 0 · · · 0 0 0
− 1

3
1
3 0 · · · 0 0 0

0 − 1
5 0 · · · 0 0 0

...
...

... · · ·
...

...
...

0 0 0 · · · − 1
2N−3 0 1

2N−3

0 0 0 · · · 0 − 1
2N−1 0












III. PROBLEM FORMULATION

Let us consider a global large scale system(S) consisting of
M interconnected subsystems(Si) described by the following
state equation:

(Si)







ẋi(t) = Aixi(t) +Biui(t) +
M∑

j=1
j 6=i

Aijxj(t)

yi(t) = Cixi(t)

(15)

wherexi(t) ∈ R
ni ui(t) ∈ R

mi and yi(t) ∈ R
pi are respec-

tively the state vector, the control vector and the output vector
of the subsystem(Si). Ai, Bi, Ci andAij are the constant
matrices characterising the subsystem(Si) with respective
dimensions(ni × ni), (ni ×mi), (pi × ni) and (ni × nj).
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A. The decentralized state observer design

we are interested to design a decentralized linear observer
that will track the state of every subsystem(Si) . Hence,
the designed observer is described by the following state
equations:

{
˙̂xi(t) = Aix̂i(t) +Biui(t) + Li(yi(t)− ŷi(t))
ŷi(t) = Cix̂i(t)

(16)

with:
Li ∈ R

ni×pi : the observation gain matrix of theith subsys-
tem.
x̂i : the observed state.
The dynamic of the observation error between theith true
state and theith observer output is given by:

ε̇i(t) = ẋi(t)− ˙̂xi(t) = (Ai−LiCi)εi(t)+
M∑

j=1
j 6=i

Aijxj(t) (17)

When considering the globel system(S), the observation error
can be expressed by:

ε̇(t) = ẋ(t)− ˙̂x(t) = (A− LC)ε(t) + Tx(t) (18)

with:

A =






A1 . . . 0
...

. . .
...

0 · · · AM




L =






L1 . . . 0
...

. . .
...

0 · · · LM






C =






C1 . . . 0
...

. . .
...

0 · · · CM




T =






0 . . . A1M

...
. . .

...
AM1 · · · 0






The integration of the equation (18) yields the following
equation:

∫ t

0

ε̇(τ)dτ = ε(t)− ε(t = 0) =

∫ t

0

(A− LC)ε(τ)dτ +

∫ t

0

Tx(τ)dτ (19)

Consider now anN orthogonal functions basisΦN (t), then
the projection of the vectorε(t) gives:

ε(t) ∼= ε(t)NΦN (t)

The use of these approximations in the integrated equation
(19), and the exploitation of the operational matrix of inte-
gration of the orthogonal basisΦN (t) lead to the following
algebraic equation:

εNΦN (t)− ε0,NΦN (t) = (A− LC)εNPNΦN (t)

+TxNPNΦN (t) (20)

Making use of theV ec operator, which transform a matrix
structure into a vector and the specific property [15]:

V ec(ABC) = (CT ⊗A)V ec(B) (21)

the equation (20) yields the following one:

V ec(εN ) =

(In×N−PN
T⊗(A−LC))−1(V ec(ε0,N)+(PN

T⊗T )V ec(xN ))
(22)

To determine the observation gain parameters, we choose a
reference observation error described by the following equa-
tion:

ε̇r(t) = Mrεr(t) (23)

such that the observation error should be as close as possible
to the reference, this condition can be expressed by:

ε(t) = εr(t) (24)

The projection of the equation (23) on the orthogonal functions
basis, and the use of theV ec operator give the following
relation:

εr,N = (In×N − PN
T ⊗Mr)

−1εr0,N (25)

The equation (24) can be equivalent to the next one:

εN = εr,N (26)

which may be written by:

ω−1(ε0,N + (PN
T ⊗ T )V ec(xN )) = ωr

−1εr0,N (27)

where:
ω = (In×N − PN

T ⊗ (A− LC))

ωr = (In×N − PN
T ⊗Mr)

when considering the same initial values, the observation gain
parameters can be obtained by minimizing the next system of
equationsδ:

(δ)

{
ω = ωr

ω−1(PN
T ⊗ T ) = 0n×N

(28)

B. Decentralized control with state observer synthesis

It is desired to determine for the global system a control
law with a decentralized structure of the following form:

ui(t) = Jiri(t)−Kix̂i(t) (29)

where:ri(t) ∈ R
pi i = 1, ...,M order vector.

Ki ∈ R
mi×ni andJi ∈ R

mi×pi , are the control parameters to
be determinated(i = 1, ...,M). The subsystem(Si) with the
control law (29) can be written by the following equation:

ẋi(t) = Aixi(t)−BiKix̂i(t)+BiJir(t)+

M∑

j=1
j 6=i

Aijxj(t) (30)

The integration of the equation (30) from null initial conditions
yields the following equation:

xi(t) =

∫ t

0

Aixi(τ)dτ −

∫ t

0

BiKix̂i(τ)dτ

+

M∑

j=1
j 6=i

∫ t

0

Aijxj(τ)dτ +

∫ t

0

BiJiri(τ)dτ (31)
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The projection of vectorsxi(t), x̂i(t) and ri(t) on a base of
orthogonal functions gives:

xi(t) ∼= xiNΦN (t)

x̂i(t) ∼= x̂iNΦN (t)

ri(t) ∼= riNΦN (t)

The exploitation of the operational matrix of integration of the
orthogonal basisΦN (t) in the integrated equation (31), lead
to the following algebraic equation:

xiNΦN (t) = AixiNPNΦN (t)−BiKix̂iN+BiJirNPNΦN (t)

+

M∑

j=1
j 6=i

AijxjNPNΦN (t) (32)

Making use of theV ec operator, the equation (32) yields the
following one:

(IN×n − (PT
N ⊗Ai))V ec(xiN ) = −(PT

N ⊗BiKi)V ec(x̂iN )

+(PT
N ⊗BiJi)V ec(rN ) +

M∑

j=1
j 6=i

(PT
N ⊗Aij)V ec(xjN ) (33)

when considering the equation (29), the observer state equa-
tions become:

˙̂xi(t) = (Ai −BiKi − LiCi)x̂i(t) +BiJiri(t) + LiCixi(t)
(34)

The projection of the equation (34) on the orthogonal functions
basis, and the use of theV ec operator give the following
relations:

M(Ki, Li)V ec(x̂iN ) = (PT
N ⊗BiJi)V ec(rN )

+(PT
N ⊗ LiCi)V ec(xiN ) (35)

with:

M(Ki, Li) = (IN×n − (PT
N ⊗ (Ai −BiKi − LiCi)))

By substitution, the equations (33) and (35) give:

M(Ai)V ec(xiN ) = M(Ji)V ec(rN )+

M∑

j=1
j 6=i

M(Aij)V ec(xjN )

−M(Ki)M(Ki, Li)
−1(M(Ji)V ec(rN ) +M(Li)V ec(xiN ))

(36)
where:

M(Ai) = (IN×n − (PT
N ⊗Ai))

M(Ji) = (PT
N ⊗BiJi)

M(Aij) = (PT
N ⊗Aij)

M(Ki) = (PT
N ⊗BiKi)

M(Ji) = (PT
N ⊗BiJi)

M(Li) = (PT
N ⊗ LiCi)

The equation (36) can then be expressed by the following one:

αiiV ec(xiN ) = βiV ec(rN ) +

M∑

j=1
j 6=i

M(Aij)V ec(xjN ) (37)

where:

αii = M(Ai) +M(Ki)M(Ki, Li)
−1M(Li)

αij = M(Aij)

βi = M(Ji)−M(Ki)M(Ki, Li)
−1M(Ji)

From the equation (37) one may write:





V ec(x1N )
...

V ec(xMN )






︸ ︷︷ ︸

Vx

=






α11 . . . α1M

...
. . .

...
αM1 · · · αMM






−1

︸ ︷︷ ︸

M
−1

A (Ki,Li)






β1 . . . 0
...

. . .
...

0 · · · βM






︸ ︷︷ ︸

MB(Ki,Li,Ji)






V ec(r1N )
...

V ec(rMN )






︸ ︷︷ ︸

Vr

(38)
In the other hand, the projection matrices of the different
subsystems outputs on the orthogonal basisΦN (t):

yi(t) ∼= yiNΦN (t)

can be expressed using the projection matricesxiN of the state
vectorxi(t) by the following relation:






V ec(y1N)
...

V ec(yMN )






︸ ︷︷ ︸

Vy

=






IN ⊗ Ci . . . 0
...

. . .
...

0 · · · IN ⊗ CM






︸ ︷︷ ︸

MC






V ec(x1N )
...

V ec(xMN )






︸ ︷︷ ︸

Vx

(39)

The Problem now is the determination ofKi andJi matrices
(i = 1, ...,M). Such that each controlled subsystem(Si) has
an input-output behaviour as same as possible to the reference
model described by the following state equation:

(Ri)

{
żi(t) = Eizi(t) + Firi(t)
yri(t) = Gizi(t)

(40)

where : zi(t) ∈ R
ñi is the state vector of theith reference

submodel, andyri(t) ∈ R
pi its output vector.Ei, Fi and

Gi are the chosen matrices characterising the reference model
with respective dimensions(ñi× ñi), (ñi× pi) and(pi× ñi).
The projection of the vectorszi(t) andyri(t) on the orthogonal
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functions basis, and the use of theV ec operator give the
following relations:

{
zi(t) ∼= ziNΦN (t)
yri(t)

∼= yriNΦN (t)
(41)

{
V ec(ziN ) = HiiV ec(riN )
V ec(yriN) = γiiV ec(riN )

(42)

with:
{

Hii = [IN×ñi
− (PT

N ⊗ Ei)]
−1(PT

N ⊗ Fi)
γii = (IN ⊗Gi)Hii

(43)

Having the same input-output behaviour of each subsystem
(Si) (i = 1, ...,M) and its reference model(Ri) can be
expressed by the following relation:






V ec(y1N )
...

V ec(yMN )






︸ ︷︷ ︸

Vy

=






V ec(yr1N )
...

V ec(yrMN )






︸ ︷︷ ︸

Vyr

(44)

which may be written as:

MCM
−1
A (Ki)MB(Li)Vr = ΓVr (45)

where:

Γ =






γ11 . . . 0
...

. . .
...

0 · · · γMM






The equality (45) has to be verified for anyVr (since each
subsystem(Si) must be identical to the reference model(Ri)
for any input signalri(t)), then one obtains the following
equation:

MCM
−1
A (Ki)MB(Li) = Γ (46)

which resolution by means of the numerical minimization of
the following normξ:

ξ =
∥
∥MCM

−1
A (Ki, Li)MB(Ki, Li, Ji)− Γ

∥
∥ (47)

yields the different control law gainsKi and Ji (i =
1, ...,M). This optimization problem can be easily carried out
using specific Matlab functions.

IV. I LLUSTRATIVE EXAMPLE

To illustrate the proposed technique of decentralized control
design using orthogonal functions, we consider the inter-
connected system composed of two second order systems
characterized by a state equation of the form (15) with the
following matrix parameters:

A1 =

(
−1 1
2 −3

)

B1 =

(
0.5
0

)

C1 =
(
0 1

)

A2 =

(
−2 0.5
1 −1.5

)

B2 =

(
1
0

)

C2 =
(
0 0.6

)

A12 =

(
0.1 0
0 0.36

)

A21 =

(
0 0.2

0.54 0

)
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State x22
Observed state x22

State x21
Observed state x21

State x12
Observed state x12

State x11
Observed state x11

Fig. 1. States and observed states variation of subsystems 1and 2

To determine the gain parameters of the decentralized ob-
server, we choose a reference matrix described by:

Mr =







−66 0 0 0
0 −65 0 0
0 0 −60 0
0 0 0 −75







We have minimized the system of équations (28) using an
orthogonal basis ofN = 10 Legendre polynomials. The
obtained gains are then expressed by the following vectors:

L1 =

(
2.43
14.8

)

L2 =

(
28
101

)

Figure 1 shows that the obtained state observer is able to
track changes in subsystems states for any initial conditions,
which proves its validity for the control of the considered
interconnected system.
We aim now to determine a decentralized control law for each
one of these subsystems such that they have an identical input-
output dynamic evolution as the second order reference model
characterized by the following matrices:

E =

(
−3 −2
1 0

)

F =

(
2
0

)

G =
(
0 1

)

For this objective we have applied the proposed method using
an orthogonal basis ofN = 10 Legendre polynomials. The
obtained decentralized laws are then characterized by the
following gains:

K1 =
(
−0.4 2.8

)
J1 = 2.8

PC
Typewriter
156



0 2 4 6 8 10 12 14 16 18 20
0

0.5

1

1.5

 

 

Step Response

Time (sec)

A
m

pl
itu

de

Subsystem 1 controlled by the decentralized observer

Reference model

Fig. 2. Step response of subsystem 1 and the reference model
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Fig. 3. Step response of subsystem 2 and the reference model

K2 =
(
−1.1 0.8

)
J2 = 3.2

Figure 2 and Figure 3 show the step reponses of the two
interconnected systems with the obtained decentralized control
laws, and the step response of the considered reference. Then,
it appears clearly that the controlled system outputs are very
close to the desired reference model output, which illustrates
the validity of the proposed technique.

V. CONCLUSION

In this paper, a decentralized observer design has been de-
veloped. The proposed observer has been exploited to establish
a decentralized control technique by using orthogonal func-
tions as an interesting tool of dynamical system approximation.
The main advantage of the proposed technique is its appli-
cability for a large class of interconnected systems without

imposing particular conditions. Furthermore, the decentralized
controllers parameters are adjusted such that each subsystem
has the specific desired performances of a chosen reference
model. The validity of this new approach has been illustrated
in a numerical example.
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Lille, Flandres Artois (1990)

[7] P. N. PARASKEVOPOULOSand S. G. MOUROUTSOS, Legendre Series
Approach to Identification and Analysis of Linear Systems, Trans. IEEE.
Automat. Contr., AC-30, 585–589 (1985)

[8] P. N. PARASKEVOPOULOS, Chebychev Series Approach to System Iden-
tification, Analysis and Optimal Control, J. Franklin Inst,135–157 (1983)

[9] P. N. PARASKEVOPOULOSand G.Th. KEKKERIS, Hermite Series Ap-
proach to System Identification, Analysis and Optimal Control, Pro. Meas.
Contr. Conf, 2, 146–149 (1983)

[10] C. CHEN and H. HSIAO , time-domain synthesis via walsh functions,
IEEE, 122, 565–570 (1975)

[11] I. S. GRADSHTEYN and I. M. RYZHIK , Tables of Integrals, Academic
Press (1979)

[12] C. HWANG and M. Y. CHEN, Analysis and Parameter Identification of
Time-Delay Systems via Shifted Legendre Polynomials, Trans. IBID, 41,
403–415 (1985)

[13] C. HWANG and T. Y. GUO, Transfer Function Matrix Identification in
MIMO Systems via Shifted Legendre Polynomials, Int. J. Control, 39,
807–814 (1984)

[14] R. Y. CHANG and M. L. WANG, Trans. ASME Dynam. Syst. Meas.
Control, 52, 105 (1982)

[15] J. W. BREWER, Kronecker Products and Matrix Calculus in Systems
Theory, Trans. IEEE Circ. and Syst, CAS-25 (1978)

PC
Typewriter
157


