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Abstract The number of visitors to the Internet and the 

rapid growth in the amount of accessible digital information 

have created a potential threat of information overload. 

Therefore timely  access to items of interest on the Internet is 

hindered. Recommender systems are capable of mapping 

behaviour in order to handle this issue of information overload 

encountered by Internet users. The system needs to have 

adequate information about the user to recommend relevant 

items to the user. This paper endeavours to group users with 

approximately the same risk levels of being recommended 

irrelevant content/items. The theory of diffusion of innovation 

was used in grouping users into categories. The MovieLens 

dataset was used in the experiment. The risk of calculating the 

correct rating of a user in each category was obtained then we 

tested whether the risk values came from different samples 

using F-test. The results indicated that the users in this dataset 

may be grouped in only three categories of the Technology 

Diffusion Model. We concluded that our method of knowing 

the users of a recommender system will improve the 

recommendation of relevant content/items to the users. We 

recommend researchers to then decide the recommender 

system algorithm/s to use for different categories of users being 

in rating prediction, ranking and/or recommendation stages.   

Keywords recommender systems, ranking, rating prediction. 

I. INTRODUCTION 

The number of visitors to the Internet and the rapid 
growth in the amount of accessible digital information have 
created a potential threat of information overload. These 
interferes with timely access to items of interest on the 
Internet. Recommender systems were introduced that are 
capable of mapping available 
choices or detected behaviour in order to handle this issue of 
information overload encountered by Internet users. Based 

predict whether a particular user would prefer an item or not. 
Recommender systems are valuable to both service providers 
and users(Isinkaye, Folajimi et al. 2015). They lower 
transaction tariffs for locating and choosing items in an 
online setting. They have also proven to enhance decision 

making process and quality (Xu and Chen 2017). In e-
commerce environment, recommender systems boost 
earnings, for the fact that they are efficient technique of 
selling more products(Schafer, Konstan et al. 2001, Lee and 
Hosanagar 2014). In scientific libraries, recommender 
systems assist users by allowing them to manouver beyond 
catalog searches (Isinkaye, Folajimi et al. 2015). Therefore, 
the demand to use productive and correct recommendation 
approaches within a system that will provide suitable and 
reliable recommendations for users cannot be over-
emphasized. 

Recommender systems firstly solve the rating prediction 
problem or matrix completion problem where the system 
predict the rating value that a user would give for a given 
item at the same time completing the incomplete rating user-
item matrix(Li, Singh et al. 2016, Wang, Guo et al. 2018). 
This problem has been researched widely and very 
impressive results have been obtained. Secondly the 
recommender system should rank the items that need to be 
recommended to the user (Ricci, Rokach et al. 2015). This 
ranking recommender system problem has been researched 
on and the solution tested on users in general. In most cases 
hybrid algorithms have been opted for in order to solve the 
problems encountered in using a single algorithm. 

In our view different ranking algorithms should be 
mapped to different group of users. In recommender system 
we propose that ranking algorithms should take into 
consideration the characteristics of different groups of users 
of recommender systems. In this research we endeavour to 
group the recommender systems users in different groups 
using the technology diffusion theory and then calculate the 
risk level of each group. 

The arrangement of this paper is as follows: the 
recommender system prediction algorithms are discussed in 
section 2, the ranking algorithms in section 3, proposed use 
of ranking algorithms in a recommender system in section 4, 
results in section 5 and finally conclusion. 
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II. BACKGROUND 

The purpose of recommender systems is to furnish users 
with personalized items, which are commonly ranked in a 
descending order of predicted importance. Three 
fundamental steps are used by these systems to make 

used to acquire preferences), recommendation computation 
(proper methods used to compute recommendations) and 
recommendation presentation (the user presented with the 
recommendation) (Zuva, Ojo et al. 2012, Jannach and 
Adomavicius 2016 ). Existing recommendation systems can 
be classified into three fundamental categories based on 
various techniques used in recommendation computation, 
that is, Collaborative Filtering (CF), Content-Based Filtering 
(CBF) and Hybrid Filtering (HF)(Zuva, Ojo et al. 2012). 

Characteristic information about items (keywords, 
categorifies, etc) and users (preferences, profiles, etc) are 
used in content based algorithms. Recommendations are 

assumption is that if a user was interested in an item in the 
past, they will once again be interested in a similar item in 
future. Historical interactions or   explicitly asking users 
about their interests are used to construct user profiles. There 
are other systems, which utilize user personal and social data 
in recommending but are not considered purely content-
based. Excessive specialization is one issue that has emerged 
that is making obvious recommendations(Jannach and 
Adomavicius 2016 ). 

User-item interactions are the basis for collaborative 
based algorithms. These systems assume that if one item is 
liked by two users, then if the second user likes a second 
item, that very same second item could also be an interested 
to the first user. Hence, the objective is to use historical 
interactions in order to predict new ones. The similarity of 
users or items help to predict the next item the user might 
want, this makes same items to be recommended (Zuva, Ojo 
et al. 2012). 

The main idea in using these algorithms is to predict what 
the users would want in their lives. The recommender system 
recommends an item that has a high prediction rating and if 
the user buys the item it is important that the user then gives 
feedback in order to evaluate the performance of the system. 
In experimenting with different algorithms there is need to 
have a dataset of user-ratings of items of similar nature such 
movies. 

Cross validation model is one way of evaluating 

into training and test data. There are many evaluation 
methods that are classified as cross validation models such as 
holdout method, K-fold cross validation and Leave-one-out 
validation (Ignatov, Poelmans et al. 2012). 

When a recommender system algorithm has been 
decided, it is experimented with on a defined dataset and 
then implemented. A hybrid algorithm is used to make 
obsolete or reduce the magnitude of shortcomings and 
problems that might exist in other recommendation 
algorithm assuming that it was used individually to perform 
some recommendation tasks (Bela Gipp and Hentschel 
2009). Users are different, therefore they should be in groups 
that would allow a specific algorithm to be used. Hybrid 
algorithms should be in place to deal with differences that 

exist in recommender system users(Ignatov, Poelmans et al. 
2012). 

The following section deals with how the recommender 
systems user may be partitioned into groups using theory of 
diffusion. 

III. CLASSIFICATION OF USERS 

 Using theory of diffusion, the users can be put into the 
following categories; 

A. Innovators (2.5%)  

The first users to adopt an item or service are the 
innovators. They are willing to take risks. Their risk 
tolerance can lead them to adopt items or service which may 
sooner or later fail(Singh 2013, Aizstrautaa, Gintersa et al. 
2015). 

B. Early Adopters (13.5%) 

The second fastest category of users who adopt an item 
or service are early adopters. Among the other adopter 
categories, these users have the highest degree of opinion 
leadership(Singh 2013, Aizstrautaa, Gintersa et al. 2015). 

C. Early Majority (34%) 

After a varying degree of time, early majority category 
users adopt an item or service. The innovators and early 
adopters time of adoption is significantly shorter than for the 
early majority. The adoption process of early majority tend 
to be slower, their social status and contact with early 
adopters is above average, and rarely hold positions of 
opinion leadership in a system (Singh 2013, Aizstrautaa, 
Gintersa et al. 2015). 

D. Late Majority (34%) 

Individuals in the late majority category will adopt an 
innovation after the average member of the society. These 
individuals approach an innovation after the majority of 
society has adopted it and they have a high degree of 
skepticism. Late majority are commonly suspicious about an 
innovation, their social status is below average, their 
financial lucidity and contact with others in late majority and 
early majority is very little as well as very little opinion 
leadership(Singh 2013, Aizstrautaa, Gintersa et al. 2015). 

E. Laggards (16%) 

The last adopters of an innovation are individuals in this 
category. They show little to no opinion leadership, this is in 
contrast to some of the previous categories. These 
individuals typically have reluctance to change-agents and 
gravitate towards the advanced in age. Laggards typically 
tend to be focuse
financial fluidity is inclined to be lowest, they turn to be the 
oldest as compared to all the other adopters and have contact 
with only family and close friends and they have very little to 
no opinion leadership as well(Singh 2013, Aizstrautaa, 
Gintersa et al. 2015). 

The following diagram summarizes the categories of 
recommender systems users. 
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Fig. 1. Categorization of recommender systems users according to        

diffusion of innovation model.   

The following section deals with the methodology used 
to partition a given recommender system dataset of user-item 
matrix into technology diffusion categories 

IV. METHODOLOGY 

In our endeavour to calculate the risk of calculating the 
rating prediction of users to an item/service we partitioned 
the recommender system users into technology diffusion 
categories. Dataset used is from [MovieLens] 
(http://movielens.org). It contains 20000263 ratings and 

may be used for any research purposes under the following 
conditions. 

 The user may not state or imply any endorsement 
from the University of Minnesota or the GroupLens 
Research Group. 

 The user must acknowledge the use of the data set in 
publications resulting from the use of the data set  

 The user may not redistribute the data without 
separate permission. 

 The user may not use this information for any 
commercial or revenue-bearing purposes without 
first obtaining permission from a faculty member of 
the GroupLens Research Project at the University of 

 

The data set has the following heading shown in the table 
below: 

userId movieId rating timestamp  

The method used to classify the recommender system 
users is through the timestamp column and to calculate the 
risk of calculating the predicated user ratings of an 
item/service. The following algorithm was used: 

A. Sort the dataset using timestamp 

B. Calculate the average time that it takes for most of the 

users to watch a movie. 

n

i

ix
n

X
1

_

*
1

 
  where: 

X = average (or arithmetic 

mean) 

 n = the number of ratings in each 

category 

ix
= the value of each user rating 

in the category 

 

C. Calculate standard deviation it takes for most of the 

users to watch a movie. 

n

i

in
xxsd

1

2

1
1

 
  where: 

   n = the number of ratings in each 

category 

x  = average (or arithmetic 

mean) 

ix
=the value of each user rating 

in the category 

   

 

Fig. 2. Technology diffusion categories.   

D. Divide the list of users using the average time calculated 

in B and standard deviation in C into diffusion 

categories as in Fig. 2. 

 In Fig. 2 the horizontal axis constitutes the average time  

which is x and sd is the standard deviation. A sample of 

the movies was taken using purposive sampling method. The  

movies that were watched by almost all the users were used  

in this experiment    

E. Calculate the variance of their ratings in each category 

of diffusion 

V. RESULT 

The risk values for each category of technology diffusion 

are shown below: 
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Fig. 3. Results of in each category of technology diffusion categories.   

Fig. 3 has the vertical axis indicating the risk values 

calculated using the standard deviation and the horizontal 

axis indicating the technology diffusion categories.  Bar 1 

indicates the risk in calculating rating predication of 

innovators that is those users that are venturesome, educated 

and/or that use multiple information sources. Bar 2 indicates 

risk for the early adopters who are the social leaders, popular 

and/or educated users. Bar 3 indicates early majority who are 

thoughtful and/or have many informal social contacts. Bar 4 

the late majority those that are sceptical, traditional and/or of 

lower socio-economic status while Bar 5 indicates the 

laggards whose neighbours and friends are main information 

sources and/or at the same time be afraid of debt. 

In testing whether the variances of the samples of the 

-

Test. The hypothesis is that the variances are equal. In the 

event that if F > F Critical one-tail, we reject the null 

hypothesis. 

TABLE I.  F-TEST TWO-SAMPLE FOR VARIANCES 

  Bar 1 Bar 2 

Mean 3.699164345 3.592132505 

Variance 1.076842875 1.029829319 

Observations 359 1932 

df 358 1931 

F 1.045651795  

P(F<=f) one-tail 0.284392571  

F Critical one-tail 1.139313305*   

This is the case, F < F critical (1.045651795 < 

1.139313305*). Therefore, we accept the null hypothesis. 

The variances of the two populations are equal. 

TABLE II.  F-TEST TWO-SAMPLE FOR VARIANCES 

  Bar 3 Bar 4 

Mean 3.521783806 3.415330867 

Variance 1.002711391 1.0013219246 

Observations 4866 4866 

df 4865 4865 

F 0.885636874 

P(F<=f) one-tail 1.14804E-05 

F Critical one-tail 0.953926004*   

This is the case, F < F critical (0.885636874 < 

0.953926004*). Therefore, we accept the null hypothesis. 

The variances of the two populations are equal. 

TABLE III.  F-TEST TWO-SAMPLE FOR VARIANCES 

  Bar 2 Bar 3 

Mean 3.521784 3.592132505 

Variance 1.002711 1.029829319 

Observations 4866 1932 

df 4865 1931 

F 0.973668 

P(F<=f) one-tail 0.239374 

F Critical one-tail 0.9398*   

 

This is the case, F > F critical (0.973668> 0.9398*. 

Therefore, we reject the null hypothesis. The variances of 

the two populations are unequal. 

TABLE IV.  F-TEST TWO-SAMPLE FOR VARIANCES 

  Bar 4 Bar 5 

Mean 3.415331 3.531209 

Variance 1.00132192 0.996515 

Observations 4866 2291 

df 4865 2290 

F 1.136152 

P(F<=f) one-tail 0.000209 

F Critical one-tail 1.061118*   

This is the case, F > F critical (1.136152 > 

1.061118*. Therefore, we reject the null hypothesis. The 

variances of the two populations are unequal. 

 
Fig. 4. According to the results recommender systems users may be 

categorized into these three categories   
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Fig. 5. Risk level in calculating prediction user ratings in technology 

diffusion categories for recommender systems.   

CONCLUSION 

In order to personalize the recommender system list so 
that high accuracy can be achieved on every user different 
ranking algorithm based and/or different recommender 
system prediction algorithms should be used in different 
technology diffusion categories. The results of the study 
indicate that innovators and early adopters their ratings are so 
wide apart or vary so much that there is need for suitable 
algorithm to be able to predict with higher degree of 
accuracy. There is a moderate variation of the ratings in early 
and late majority. The laggards can be predicted with some 
higher degree of accuracy. 
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Abstract  Information security is a long process and requires 

effective collaboration in organizations. Information Security 

Management Systems (ISMS) must empower collaboration 

between people or work groups considering risk management 

for information systems. There are various studies presented in 

order to help organizations during the ISMS process or in a 

general manner for information security issues. Most of them 

are concentrated on a specific issue of information security. 

Although using an approach which concentrates on a specific 

area can be useful, using a holistic approach helps in all aspects 

of business process beside information security. Organizations 

can use the presented approach for task allocation, risk 

management, policy management, monitoring and reporting. 

This system focuses on the contribution of people who take place 

in the audit process and empowers collaboration between people 

with the help of task module. 

 

Keywords  Risk modeling, risk management, information 

security, decision support system 

I. INTRODUCTION 

uncertainty on organizational objectives which is caused by 

internal and external factors. Risk management is coordinated 

activities to direct and control and organization with regard to 

risk. Risk is generally calculated as the product of probability 

and impact. However, there are a variety of different formulas 

that are applied according to different situations.  

Although risk assessment is a popular subject in both 

academical and business environment, there is very little 

resources on automation or use of information systems in the 

risk assessment process. [1] provides a framework for 

automated risk assessment tools, while [2] develops a 

functional model for risk assessment support systems.  

One of the impacts that automated information system 

tools have on the risk assessment process is that it reduces the 

work effort put up by risk analysts and auditors up to 95% [1]. 

With the help of a software designed for risk assessment, 

quantifying the potential impact and the likelihood of 

occurrence of the risk elements would also improve. Other 

advantages include better representation and reporting of 

assessment results, ability to update risk elements after action 

is taken to mitigate those risk elements and easier data 

collection from participants of the assessment process [3-5].  

This study aims to describe the need for risk modeling and 

use of information systems in the risk assessment process. 

II. LITERATURE REVIEW 

There are several studies presented for risk management in 

the literature [1-9]. From a risk automation point of view, [6] 

exploit the potential benefits that big data offers for the risk 

assessment process. Also, some studies present standards for 

risk management [7-9].  

The literature also presents many different frameworks and 

standards to information security management. Many of these 

frameworks are based on frameworks and standards such as 

ISO 27001 and 27002, The National Institute of Standards 

and Technology (NIST) Cybersecurity Framework and 

Control Objectives for Information and Related Technologies 

(COBIT).  

 

III. PRESENTED METHOD 

The presented IT risk model 

Audit Process Management Modeling  (ITAuditPM) could be 

very useful to support information security enhancement 

attempts of companies. The project aims to manage and trace 

the compatibility process in an effective collaboration in 

companies which takes ISO 27001 as s reference standard 

[10]. Therefore, the model focuses on the contribution of 

people who take place in a step of the audit process.  

Information security is mainly managed by one department. 

Other departments support and contribute this process in 

different extent. For example, IT department and marketing 

department normally does not have equal impact on the 

information security process in an organization. We think a 

company which has an internal audit department which 

executes information security objectives with the help of 

other departments may have a similar system interaction.   

Context diagram in Fig. 1 shows all external entities and 

inputs and outputs.  

As shown in Fig. 1, there are five modules in the presented 

model. The presented IT risk model allocates audit tasks to 

the people in the risk audit team and stores the findings in a 

database, monitors the ISO 27001 compatibility that is global 

standard for information security management system. Also, 

it manages assets and related threats in order to conduct a risk 
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assessment. Furthermore, it stores and presents security 

policies and generates audit process reports. In addition to 

these features, it should be multiuser and only registered users 

should be able to use it. In the system there should be a user 

role structure and different users can view different aspects of 

the system with task allocation. The system should assign 

tasks to the users; these tasks consist of an audit control 

standard that is ISO 27001 in our case.  

Furthermore, the entity-relationship diagram of 

ITAuditPM is shown in Fig. 2. All task findings can be traced 

with the help of the system and standard compliance values 

are determined in terms of finding value. Task owners store 

their findings to the system, and they can also upload related 

files to the system. After evaluating findings, the task owner 

enters a compliance value with regards to the control of the 

task. These values finally determine the compliance value of 

the organization. 

On the other hand, in the presented system, task allocation 

works with approvals. For example, if a task is assigned to a 

user, the system notifies the user about this task. The user 

accepts and begins to work or rejects the task. All actions of 

the task owner are submitted to other users who create this 

task. After working on the given task, it can be ended. The 

task owner sends the task for verification of findings. User 

input data can be validated in a logical and reliable 

perspective in order to provide system integrity. 

Risk assessment is also critical for many organizations 

today. To protect assets, their value along with the risk 

associated with them needs to be known [11].  ITAuditPM 

stores assets and possible threats for them. Assets can be 

registered by the responsible person and most importantly, an 

asset value is determined by the system manager. The system 

manager is generally the IT audit manager. Asset values must 

be evaluated sensitively with regard to not only departmental 

but also companywide factors. When determining an asset 

value, user enters availability, confidentiality and integrity 

values. 

Also, user determines threat values and its measures. 

Threats have two measures to evaluate them such as Impact 

and Likelihood.  

In order to make a correct risk assessment, the scales of the 

measurement elements are very crucial. Scales are defined in 

the system and the user selects a level for every measure. All 

of the assessments are kept in the system in order to view 

after. The system gives resolving possibility after editing 

threat or asset values. The system has multiple user types. 

These user types have different interactions with the system.  
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Figure 2 Entity-Relationship Diagram 

 

The system must store and present critical data whenever 

needed so it must run as a reference source for information 

security issues. The system assigns and stores tasks that are 

related to a security objective. Also, system stores assets and 

threats in order to make risk assessments. Storing risk 

assessment reports is important because organizations may 

need to compare it with changing risk values. Another 

important data is security policies. Security policies help 

other departments act in harmony. For example, a new 

employment policy is beneficial for human resource 

departments. Human resource department can evaluate and 

employ a person with regard to the security policy which has 

been prepared in advance. Also, data libraries can support 

people in working on a security objective. For example, a 

reference standard library such as ISO 27001 helps 

employees during their tasks. ITAuditPM manages the data 

mentioned above.  

IV. CONCLUSION  

The presented Information Technology Audit Process 

Management Solution is suitable to support information 

security enhancement attempts of companies. The study aims 

to manage and trace compatibility processes in an effective 

collaboration in companies which takes ISO 27001 as a 

reference standard. Therefore, presented IT risk modeling 

focuses on the contribution of people who take place in a step 

of the audit process. 
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Abstract— Simultaneous localization and mapping (SLAM) 

is when an autonomous mobile robot is able create a model of 

an unknown environment and estimates its pose at the same 

time. Visual Simultaneous Localization and Mapping 

(VSLAM) arise when an autonomous mobile robot is 

embedded with a vision sensor such as monocular, stereo 

vision, omnidirectional or Red Green Blue Depth (RGBD) 

camera to localize and map an unknown environment. VSLAM 

has been a common technique for autonomous navigation and 

numerous studies by various researchers have shown 

tremendous improvement towards the technique. However 

there is need to improve on this VSLAM based on the 

problems encountered by other researchers as it is revealed in 

literature. The problem of environmental noise such as light 

intensity has been an issue that make VSLAM system to be 

ineffective. The purpose of this study is to address this 

challenge by introducing image filtering algorithm, together 

with the Extended Kalman Filter (EKF) algorithm for 

localization and mapping and A* algorithm for navigation into 

the VSLAM technique to improve the robustness of the system 

in a static environment. The methodology used to perform 

experiment in research is simulation. Experimental results 

show a root mean square error (RMSE) of 0.13m, which is 

minimal when compared with other SLAM systems from 

literature. The inclusion of an Image Filtering Algorithm has 

enabled the VSLAM system to navigate in a noisy 

environment. 

 

 

Keywords—Navigation, Sensor, Vision, light intensity, mobile 

robot, Simultaneous Localization and mapping (SLAM) 

I. INTRODUCTION  

The capability of an autonomous mobile robot to create a 
model of an unknown surrounding and estimate its position 
at the same time is described SLAM [1]. SLAM technique 
has been common challenge for autonomous robots to 
navigate and accomplish mobile operational activities [2]. 
According to [3] technique has been a prosperous for 
solving autonomous robot shortcomings for research 
community; it has attracted many research studies, and main 
reasons for robotics accomplishment [3]. 

The key reason for SLAM technique success it is better 
than others in removing the artificial infrastructures of the 
location [3]. For an autonomous robot to navigate the 
environment, majority of systems use wide range of sensors 
such as laser scanner, sonar, acoustic etc. which can be very 
large and expensive [3]. [4] Endorses the operation of 
camera into the SLAM technique, which can deliver extra 
information on the location than other sensors. [3] State that 

the benefits of a camera are compact, precise, low-priced, 
non-invasive and pervasive. Camera as vision sensors are 
favored because people and animals seems to be navigating 
effectively in a complicated locations using a vision as 
prime sensor [4].  

Various researchers [5] have presented leading methods 
in SLAM technique such as extended Kalman filter (EKF), 
FastSLAM, GraphSLAM, and Rao Blackwellized Particle 
filter (RBPF) SLAM. Numerous researcher have 
concentrated on making the vision SLAM technique to 
operate on more, challenging environment [6]. However the 
problem of environmental noise like light intensity in static 
environment has been a matter that causes error on the 
VSLAM technique [7].  

In the attempt to solve this challenge in our study, we 
have introduce image filtering algorithm into the VSLAM 
technique to increase the effectiveness of the system. The 
outcome of this study has improved VSLAM to enable an 
autonomous mobile robot application to navigate the static 
environment where environmental noise exists, without 
causing an error. A reminder of this paper is organized as 
follows: - section II discusses the methodology of proposed 
VSLAM technique. Section III discuss experiments & 
results and finally conclusion is drawn in section IV. 

II. METHODOLOGY OF A PROPOSED VSLAM TECHNIQUE 

 
 For an autonomous robot to localize its position and 

successfully build a map in unfamiliar location, it needs to 
follow a method called SLAM [7]. VSLAM arise when a 
mobile robot uses a vision sensor as their eye(s) to map and 
navigate the environment [2]. In our effort to address the 
challenge of environment noise such as light intensity in 
VSLAM, we have chosen simulation as our methodology in 
this study.   

“Simulation is defined as a method for using computer 
software to model the operation of real world processes, 
systems, or events” [8]. The proposed VSLAM technique in 
a noisy environment is simulated by using Matlab. Matlab 
stands for Matrix Laboratory, a fourth generation 
programming language commonly utilized for technical 
calculation, programming and conceptualization of data [9].  

The VSLAM proposed technique comprised of five 
phases: Image Acquisition Phase, Pre-processing Phase, 
Light Filtering Algorithm, Localization and Mapping Phase 
and Navigation Phase. Figure 1 shows the graphical 
structure of the proposed VSLAM technique.  The phases 
below will be discussed in detail later in the section. This 
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section also discusses the dataset that is used to simulate the 
proposed VSLAM technique and evaluation metrics. 

 

Fig 1: Proposed Framework of VSLAM technique [3] 

A.  Sensors (acquisition stage) 

Before image processing can start, a picture must be 
received by a sensor and transformed into a controllable 
object; this method is called image acquisition [10].  
According to [10] the image acquisition procedure involves 
three phases: energy reflected from the entity of concern, an 
optical system which emphasizes the energy and a sensor 
which calculates the quantity of energy. The energy of 
interest is normally electromagnetic waves [10] and the light 
reflected from the object has to be taken by the sensor. If a 
material sensitive to the reflected light is located near to the 
entity, a picture of the entity will be taken [10]. The light 
reflected from the object of concern is focused by some 
optics and now must be logged by the sensor [10]. The 
image will then be sent to pre-processing stage for further 
processing. 

B. Pre-process Algorithm 

The second phase in our method is Image pre-processing, 
since the major part of the genuine information from camera 
sensor are noisy, incomplete and inadequate, so pre-
processing from acquisition stage becomes essential [11]. 
Image pre-processing was one of the preparatory stages 
which were very required to guarantee the high exactness of 
the subsequent stage [11]. [12] defined Image Pre-
processing as a procedure to enhance crude pictures caught 
from cameras/sensors situated on satellites, space tests and 
air ships or pictures caught in standard day by day life for 
various frameworks. The reason for pre-pre-processing was 
an upgrade of the picture data that overwhelms unfavorable 
misrepresentations or enhances some picture features 
pertinent for extra processing with and analysis work [13]. 
The photos taken from the vision sensors experience pre-
process stage to be prepared, analyzed for an autonomous 
robot to extract the landmarks on the picture. In our work to 
improve VSLAM, at the pre-processing stage, we had 
introduced a noise filtering algorithm to remove the noise on 
pictures which were harmed by higher light intensity in the 
Acquisition stage. The next section introduces the filtering 
algorithm to remove the environmental noise such as light 
intensity had been removed from acquired image.  

C.  Image Filtering Algorithm 

An Image filtering algorithm is vital to our technique as it 
is utilized to lessen environmental noise, clean and improve 
the pictures that are as of now influenced by environmental 
noise, for example, light intensity, shadow, rain and so forth. 
Environmental noise, for example, light variety are common 
noise most particularly in office territories [7] and can cause 
the VSLAM method to fail, because as mentioned early in 
the study the environmental noise can harm picture, 
degenerate the Red Green Blue (RGB) shading value and 
bring decreased vision [14]. As mentioned early, in our pre-
processing stage we had introduced a noise filtering 
algorithm, but in this research our attention is only focused 
on light intensity because of its common occurrence on a 
daily basis. Filtering algorithms are vital method in image 
processing, they are used to decrease noises in image. 
Environmental noise has the competency to destroy image, 
corrupt the RGB color value and bring poor vision that 
makes the image content interpretation difficult to analyses 
[14]. According to [14] they are several types of 
Environmental noises (snow, Shadow, fog, humility, rain, 
dew) exist, but in this research out attention is only focused 
on light intensity because of its common occurrence on a 
daily basis. Below is the illustration of a light intensity 
filtering algorithm 

Light intensity algorithm has the capability to minimize 
the effect of light intensity affecting the image [9]. The 
technique is first carried out on modelling the object 
reflected by camera based on dichromatic reflection 
represented as I(x).  

Thus, the light intensity detection method is based on the 
use of dark channel shown in equation (1) and automatic 
thresholding illustrated in equation (2) is used to label high 
light reflection in image. This two technique is used for 
identification for high light area because the intensity value 
of such are in the dark channel will be having high intensity 
value while non-area affected with light will be having low 
intensity value.  

darkI   of I can defined as follows: 

)))((min(min)(
},,{)(

yIXI c

bgrcxy

dark


                                     (1)                   

)(X is a local patch cantered at x,x = {x,y} is the image 

coordinates, cI is a color channel of I 

))}()()()()(1({
2

22

2

11

* ttttpArgMaxt t          (2)                       

Where t is a threshold value, p is the probability of 
occurrences at threshold value t, the smaller the Pt is, and 
the larger the weight will be. 

In the mark image generated by automatic thresholding of 
dark channel image, the area labelled as 1 signifies the area 
affected with light intensity and 0 signifies area that are not 
affected with light intensity. Illustration for these expression 
is given in equation (3). 

1

0{)( xmasmask *)( txIif                        (3)                   

In the removal process of Light intensity, Specular to 
diffuse mechanism is proposed in this technique, illustration 
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of the image with minimal light intensity effect 
DI  is 

given in equation (4). 

max
3

max)(

1

),,(max),,(max



   ubgruubgru

D IIII

      (4)     

       

After filtered images with uncorrupted features generated 
will now be sent to localization and mapping for further 
processing of the image which will lead to minimum error in 
the estimation of the environment. 

D.  Localization and mapping 

The third phase of our technique localization and 
mapping, the whole procedure and motivation behind 
simultaneous Localization and Mapping (SLAM) is develop 
a model of its location and estimate the robot position inside 
location simultaneously [7]. This cannot be accomplished 
until the point that robot can refresh its odometry which 
gives guidance to the robot [15]. Odometry it is continually 
deceptive in begin of the robot navigation, so the robot 
needs to explore location in order for vision sensor as an 
exteroceptive sensor to obtain the scene of the environment 
in order to redress the robot position [15]. The vision sensor 
gives scene of the location in form of a picture which needs 
to go pre-processing phase to filter environmental noise 
acquired on acquisition phase [15]. The robot would 
extricate the features from the obtained picture of the earth 
and re-observing the scene the robot returns to the territory 
[16]. 

According to [17] the original SLAM posterior is given 
as follows:  

            ),|,( 1::1:1:1 totmt uzlxp                              (5) 

where tx :1  represents the path of the robot, ml :1  

represents the landmarks,  

tz :1  represents the measurements and 

1: tou represents the commands given to the robot. 

As for static landmarks, the landmark will be defined as 
follows: 

                               }{ :1:1 sm

s

m ll                        (6)                                                                                      

where m represents the number of landmarks, static 
landmarks. Static landmarks are separated from static as 
follows. Then (5) is divided into two parts as follows: 

),|,( 1::1:1:1 totmt uzlxp  

                       = ),|,( 1::1:1:1 totm

s

t uzlxp
s

.                                                                                                  

                   = ),|,( 1::1:1:1 totm

s

t uzlxp
s

                  (7) 

Also Static landmarks can be independent from each 
other as it’s shown below: 

),|,( 1::1:1:1 totm

s

t uzlxp
s

 

                      = ).,|,( 1::1:1:1 totm

s

t uzlxp
s

               (8)     

E.  Navigation Algorithm 

Another fundamental phase in our proposed approach is 
Navigation phase which is responsible for robot movement 
around the environment. Navigation is a science of getting 
mobile robots from place to place [18], the ability of a 
mobile robot to navigate without external aid [19]. The 
autonomous navigation of robots in uncontrolled 
environments is a challenge because it requires a set of 
subsystems to work together. It requires building a map of 
the environment, localizing the robot in that map, making a 
motion plan according to the map, executing that plan with a 
controller, and other tasks; all at the same time [20]. 
According to [21] a robot application utilizes path planning 
and local motion controls to navigate the unknown territory. 
Path planning studies a model or a map of the location to 
decide on the regular path points for an autonomous robot to 
trace from a start site to its destination. Local motion utilizes 
sensory data to decide a movement that will evade crash 
with unknown objects or objects whose station in the 
location had changed [21]. After path planning and local 
motion, the navigation algorithm will send a command to 
actuator to instruct the movement of the robot within the 
unknown location. There are many navigation algorithms 
which are available from literature each with its strengths 
and drawbacks however in our method, A* Algorithm is 
adopted this study to plan a local optimal collision-free path 
from the current location of the robot to because of its 
ability to reduces the number of node explorations with 
respect to Breadth- and Depth-First [20]. 

 
F. Dataset 

The dataset used was developed from the data used for a 
PhD Thesis by [23] as cited by [22] on efficient SLAM. “It 
was documented at the DLR  Institute of Robotics and 
Mechatronics building using a mobile robot controlled by 
hand. The building covers a region of 60m x 45m and the 
robot path consists of three large loops within the building 
(plus a small outside path) with a total length of 505 meters. 
The robot moved around in the building with artificial 
landmarks (white/black circles) placed on the ground. The 
image data has been pre-processed and the relative positions 
of the observed landmarks with respect to the observation 
point are provided.” [22]. Figure 2 depicts the architectural 
diagram of the DLR Institute of Robotics and Mechatronics 
building.  
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Figure 2: Architectural Diagram of DLR Building [22] 

Figure 3 shows a simulated map of the DLR building. 
The simulated map was also acquired from the study of 
[22]. The dataset is publicly available, and all the model 
measurements and set-up of the dataset can be acquired 
from this “Website, http://www.sfbtr8.spatial-
cognition.de/insidedataassociation/, 6 2008” [22].  

 

 

Figure 3: Simulated Map of DLR Building [22]                                           

G. Evalution metrics 

The Robot Position of the proposed VSLAM system will 
be evaluated by employing/calculating the Root mean 
Square Error (RMSE) and comparing RMSE Robot Position 
of the proposed system with RMSE of the system from 
literature. This will be supplemented by calculation of the 
Robot Position Square Error of the proposed VSLAM 
system.  

The formulation for RMSE is specified in equation (9) as: 
 

    2

kk

2

kk

T

1K

Y-YX-X
T

1
 



RMSE
                  (9) 

 
   where  kk Y-Y  refers to difference between the 

actual and  kk X-X refers to estimated distance in Y-

direction and  refers to difference between the actual and 
estimated distance in X-direction 

   The formulation for Square Error at Y-direction is 
specified in equation (10) as: 

 2

EA

2 Y-YE                                                 (10) 

       

where 2E  refers to the calculated square error, 

AY
refers to the actual distance in Y-direction, and  

EY refers to estimated distance in Y-direction. 

 

X-direction is specified in equation (11) as: 

 2EA

2 X-XE                                               (11) 

 

where 2E  refers to the calculated square error, 
AX  

refers to the actual distance in X- direction, and  
EX

refers 

to estimated distance in X-direction 

III. EXPIRIMENTS AND RESULTS 

A. Results and Ecaluation Scheme 

This chapter defines the experimental methods utilized to 
evaluate the proposed VSLAM technique that was 
introduced in the previous chapter. It is imperative to 
evaluate reliability and viability of the technique and ensure 
that objectives of the study are accomplished. To validate 
the proposed VSLAM technique, we compare the proposed 
VSLAM technique with existing SLAM system result(s) 
from literature. Utilizing these experimental procedures, the 
outcomes accomplished are contrasted and examined to 
perceive how effectively the framework we proposed has 
improved the VSLAM effectiveness.  

Our experimental methods are executed for the 
determination of error of a proposed VSLAM technique in 
estimating robot posture in X-direction within the 
environment and error of a proposed VSLAM technique in 
estimating the robot posture in Y-direction within the 
environment. 

In uncovering the technique capacity and execution, we 
evaluated the proposed VSLAM technique using a 
simulation mathematical software known as Matlab. In 
comparing a VSLAM technique with existing SLAM 
systems’ results from literature, a study done by [24] on the 
application of square-root Cubature Kalman filter in SLAM 
for an underwater robot is utilized to compare for mobile 
robot position. The next section, Section B, describes the 
parameters that we are using in our experimental set-up. 
That is followed by a presentation of  simulation results in 
Section C and then the rest of the chapter presents 
quantitative results of the simulated VSLAM technique. 

 

B. Expirimental Parametes 

In this study, we simulate the proposed VSLAM 
technique using a vision camera sensor in a pre-defined 
environment called a DLR building dataset. Table 4-1 
presents the parameters employed to simulate the proposed 
Visual VSLAM technique. 
 

Parameters Values 

Robot Speed 0.93 m/s 

Maximum Sensor Range 12 m 

Camera Field of View  

Image Resolution 320 x 240 
Table 1: Parameters 
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C. Simulation  

 

 
 

Figure 4-: Simulation Results of a proposed VSLAM system 

 
The simulation map comprises unregularly dispersed 

landmarks or landfeatures. The mobile robot starts to move 
at point (0; 0) coordinates and ends at point (-11; -12) 
coordinates of the simulation map, which is towards middle-
left of the simulation map in Figure 4. The mobile robot 
utilizes the odometry data to predict its movement along the 
simulation map.   In Figure 4, the path of the robot and all 
the landmarks or landfeatures discovered by the mobile 
robot are depicted in the map. The light-green line in the 
simulation map in Figure 4 indicates the path that the robot 
travels on when navigating the environment. Figure 4 
illustrates the linearized least squares result with ground 
truth of the landmark locations. The Blue stars are the 
ground truth of landmark or landfeature locations. The 
ground truth of landmarks and poses of the mobile robot are 
utilized to update the odometry data as the mobile moves on 
the simulation environment.  

D. Quantitative Analysis of Robot Position 

 

 

Figure 7: Graphical Results of Error in Robot Position Estimate for X-
direction 

 

Figure 8: Graphical Results of Error in Robot Position Estimate for Y-
direction 

Figure 7 and Figure 8 show the amount of square error 
between the proposed VSLAM technique robot position and 
the true position within a pre-defined environment in X-
direction and Y-direction. Figure 4-3A shows the minimum 
error of 0 meters and maximum error of 0,168m in X-
direction whereas Figure 4-3B shows the minimum error of 
0 meters and maximum error of 0,494 meters in Y-direction. 
These errors are mostly due to large odometry data error and 
loop closure challenges affected when the robot enters and 
re-enters the outdoor environment. 
 

RMSE  in Robot Position  

SLAM System RMSE 

Proposed VSLAM System  0.13 m 

Cubature Kalman Filter (CKF) SLAM [24] 0.19 m 

Square Root Cubature Kalman Filter 
(SRCKF) SLAM [24] 

0.15 m 

 
Table 2: Comparison of Root Mean Square Error in Robot Position 

Estimation 

Table 2 shows a tabular comparison of a RMSE in robot 
position of a proposed VSLAM system and SLAM using 
CKF and SRCKF SLAM algorithm from the study that was 
done by [24]. Both algorithms, CKF and SRCKF as well as 
Extended Kalman Filter are extensions of Kalman Filter. 
Table 4-2 compares RMSE of the two systems. The results 
on Table 2 show that a proposed VSLAM system RMSE in 
robot position Estimation is lesser than systems done in the 
study by [24] simulated using the CKF and Square SRCKF 
SLAM algorithms. However, both systems utilized different 
parameters and were tested under different conditions. We 
can only speculate that our algorithm has a lower RMSE due 
to the noise filter we used.   

IV. CONCLUSION 

 
In this sudy, we have demonstrated the performance of 

experiments, and the outcomes achieved of the proposed 
VSLAM technique. After minimising the effects of light 
intensity by using the Light Filtering Algorithm, the 
proposed VSLAM system  was able to depict a RMSE of 
0.13, which is less than the study done by Li et al. (2017). 
The proposed Visual Simultaneous Localization VSLAM 
system is able to obtain better results in mapping the 
location, locating the mobile autonomous robot and 
navigating the location. Our improved system was able to 
better classify the position of a robot, discover a satisfactory 
number of landmarks within a map and determine the true 
trajectory within the environment. 
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Abstract  The present work is dedicated to the performance 

analysis of solar chimney power plants with and without thermal 

storage system. The performance prediction is carried out 

l models. The 

analysis is based on variable solar incident radiation along the day. 

Obtained results enable us to understand the influence of 

meteorological conditions, the importance of the thermal storage 

system and evaluate the effect of geometrical parameters on the 

power production.  Good agreement is observed between the 

results of this study and those obtained experimentally and 

theoretically from the literature review. 

 

Keywords  Solar Chimney power plant; Energetic performances 

analysis; Thermal storage; Mathematical model; Sites of Algeria. 
 

 

Nomenclature 
 Collector area m2 

 Specific heat of air J/kg K 
 Specific heat of water-storage J/kg K 
 Solar collector diameter m 

 Solar intensity W/m2 

 Height of the collector m 
 Tower height m 
 Water-storage layer thickness m 
 Heat transfer coefficient of inside collector W/m2 K 

 
Heat transfer coefficient of outside 
collector 

W/m2 K 

 Thermal conductivity of air W/m2 K 
 Air mass flow rate kg/s 

 Time S 
 Air temperature at the collector inlet K 
 Air temperature at the collector outlet K 
 Ambient temperature K 
 Water-storage temperature K 

 Average air velocity in the collector m/s  
 Air velocity in the solar tower m/s 

 Wind velocity m/s 
 Absorptivity of water-storage / 
 Air density in the collector kg/m3 
 Water-storage density kg/m3 
 Turbine-generator efficiency / 
 Day length hr 

 

 

I. INTRODUCTION 

In order to ensure sustainable development and to diversify 
its energy needs, the world is engaged in an important program 
of development of renewable energies. To meet its energy needs, 
it aims to significantly increase the contribution of renewable 
energies. One of the options that will help meet these demands 
is the solar chimney power plant (SCPP). The SCPP is a device 
of renewable energy power plant that transforms solar energy 
into electricity. 

The solar chimney offers a method for large-scale generation 
of electricity from solar energy. Air is heated near the ground 
by trapping solar radiation in a flat circular glass-roof 
greenhouse. The heated air rises in the tower, and the updraft is 
used to drive a turbine. 

The first SCPP prototype was proposed by Schlaich and built 
in 1982 in Manzanares, Spain [1, 2]. In 1983 Krisst 

10W in West Hartford, Connecticut, USA [3]. In a later study 
1984, Haaf reported preliminary test results of the plant built in 
Spain [2]. In 1985, Kulunk produced a micro scale electric 
power plant of 0.14 W in Izmit, Turkey [4]. The governing 
differential equations were developed by Padki and Sherif in 
1988 to describe the chimney performance [5]. In 1991 Yan et 
al. reported on a more comprehensive analytical model in which 
practical correlations were used to derive equations for the air 
flow rate, air velocity, power output and thermofluid efficiency 
[6]. One year later, Padki and Sherif briefly discussed the effects 
of the geometrical and operating parameters on the chimney 
performance [7]. In 1997 Kreetz presented a numerical model 
for the use of water storage in the collector. His calculations 
showed the possibility of a continuous day and night operation 
of the solar chimney [8]. In 1999 Bernardes et al. presented a 
theoretical analysis of a solar chimney operating on natural 
laminar convection in the steady state [9]. In 2000 Gannon and 
Backstrom developed an analysis of the solar chimney 
including chimney friction, exit kinetic losses and a simple 
model of the solar collector [10, 11]. Kroger and Buys (2001) 
conducted more thorough analyses of solar chimney power 
plant performance and Gannon and Von Backstrom (2002) 
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studied the performance of turbines employed in solar chimney 
power plants [12]. In 2003 Bernardes et al. developed an 
analytical and numerical model for a solar chimney power plant, 
comparing simulation predictions to experimental results from 
the prototype plant at Manzanares [13]. One year later Pastohr 
et al. conducted a basic CFD analysis on the solar chimney 
power plant and compared their results to another simple model 
[14]. In 2005 Schlaich et al. presented the theory, practical 
experience, and economy of solar chimney power plants to give 
a guide for the design of 200-MW commercial solar chimney 
power plant systems [15]. In the same year Bilgen and Rheault 
developed a mathematical model for evaluating the 
performance of solar chimney power plants at high latitudes 
[16]. A refined numerical model for simulating large solar 
chimney plants was presented by Pretorius and Kroger in 2006 
[17]. In 2008 Ming et al. presented a numerical analysis of the 
flow and heat transfer characteristics in a solar chimney power 
plant with an energy storage layer [18]. Zhou et al. (2007), 
Ketlogetswe et al. (2008) and Ferreira et al. (2008) conducted 
experimental analyses on solar chimney systems [19, 20, 21]. 
Koonsrisuk and Chitsomboon (2007) and later Zhou et al. (2009) 
performed numerical simulations of solar chimneys using a 
commercial CFD software [22, 23]. In 2010 Bernardes et al. 
evaluated the operational control strategies applicable to solar 
chimney power plants and Koonsrisuk et al. described the 
constructal-theory search for the geometry of a solar chimney 
[24, 25]. So far, some experimental studies have been carried 
out and several solar chimney pilots in different sizes were 
constructed Kasaeian et al. (2011), Mehla et al. (2011), Zuo et 
al. (2012), Kalash et al. (2013), Li and Liu (2014) and Rekaby 
(2016) [26, 27, 28, 29, 30, 31]. In those researches, the influence 
of geometrical and climatic parameters on the solar chimney 
performance was evaluated and temperature distributions in 
whole system were reported. Siyang and Dennis (2017) to 
analyse the hydrodynamic features of a series of divergent 
chimneys in a SCPP [32] established a mathematical model. In 
the same year, a comprehensive and updated review that 
includes most of the experimental, analytical and simulation 
studies, the solar chimney applications, hybrid systems and 
geographical case studies based on extended references with 
different focuses in different sections [33]. One year later, the 
effect of the chimney configuration on the solar chimney power 
plant performance was investigated by Bouabidi (2018) et al. A 
series of numerical simulations were conducted to simulate the 
turbulent flow and an experimental setup was developed in 
Tunisia to carry out several measurements [34]. Niloufar 
Fadaeia and Alibakhsh Kasaeian (2018) studied the effect of 
latent heat storage (LHS) on a solar chimney pilot 
experimentally [35]. Mathematical models of the solar double-
chimney power plant (SDCPP) are established and its 
performances are analyzed by Fei Cao and his collaborators 
(2018) [36]. 

 

 

This paper presents a theoretical study of the solar chimney 
power plant of Manzanares installed in the southern region of 
Algeria (Adrar). A simplified theoretical model of the solar 
chimney power plant is described to evaluate the power 
produced with and without storage system and to estimate the 
effect of geometrical parameters on the power production of the 
power plant. The results show that the tower tall, the tower 
diameter, the collector diameter and the thickness of the water-
storage have a significant effect on the power production. 

 
Fig. 1  The solar chimney  

II. MATHEMATICAL  MODEL 

A. Schlaich Model 

The schleich model has previously been presented in the 
article "Technico-economic aspect analysis in the design of 
solar chimney power plants" [37]. 

 

B. Hammadi Model [41] 

The simplified heat balance equation of the solar collector 
shown in Fig. 1 is given as:  

 (1) 

Where: 

 (2) 

And the energy equation for the air stream through the 
collector is: 

 
(3) 

Where: 

 (4) 

Substitution of equations (2),(3), and (4) into equation(1) 
gives the following time dependent differential equation: 

In replacing Ta,0 = 2 Ta  Ta,i  dans (3), the result obtained 
with equation (2) is injected into equation (1): 

6th International Conference on Automation, Control, Engineering & Computer Science (ACECS-2019)

Proceedings of Engineering and Technology PET

Copyright - 2019

ISSN 1737-9334
Page 21



 

(5) 

The inside heat transfer coefficient (hi) is taken as [38]. 

 (6) 

Where: 
 (7) 

Where Dh is the hydraulic diameter of the solar collector by 
considering the flow through the collector as flow between 
parallel plates of infinite width; 

 (8) 

And: 

 (9) 

From the continuity equation: 

 (10) 

Where: 

 (11) 

The average air velocity through the collector can be expressed 
as:  

 

(12) 

Where rcoll and rt are equal to (Dcoll/2) and (Dt/2) respectively. 
The heat transfer coefficient the collector to the ambient air 

is given by [38]:  
 (13) 

 
- The Solar Chimney Tower 

The velocity of the hot air at the collector outlet (tower inlet) 
can be can be estimated using Bernoulli equation as follows: 
 

 (14) 

 
And the pressure difference due to the between the air at the 
solar tower base and the ambient air is given by: 

 (15) 

 
Thus, the equation (14) can be written in term of temperature 
difference as follows: 

 (16) 

 
The pressure difference is used to accelerate the air and is thus 
converted to kinetic energy: 

 (17) 

 
The output electrical power of the plant can be found as [39]: 

 (18) 

The amount of power varies with the variation of incident 
solar radiation. The equation that describes the amount and 
variation of solar radiation incident on a clear day is given by 
the following sinusoidal relation [40]: 

 (19) 

Where Gg is the global solar constant which approximately 
equal to 1000 W/m2, t=0 for the sunrise and  is the day length 
which is given by the difference between the sunrise and the 
sunset. 

III. RESULTS AND DISCUSSION 

The Manzanares solar chimney (Spain, 150km south of 
Madrid) was used in this study for the simulation with the 
meteorological data of Adrar. It is a prototype, built between 
1982 and 1989 years. The prototype has a tower of 200m high 
and a collector of 4000m². It reached a production of 
44MWh/year, for a peak power of 50kW [41]. Table 1 gives the 
technical data of Manzanares prototype. 

TABLE I 
TECHNICAL DATA OF MANZANARES PROTOTYPE [41] 

HT : Tower height [m] 194.6 
RT : Tower radius [m] 5.08 
RC : Mean collector radius [m] 122 
HC : Mean roof height [m] 1.85 
Uvent : Up wind velocity [m/s] 5 

e : Turbine efficiency 0.83 
 : Friction loss factor 0.9 
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The technical data injected into the Hammadi program, 
determined according to an average operating temperature of 
300K are: 
-  The water-storage height 10cm; 
- The transmittance and absorbance product of the collector 0.65; 
- The absorptivity coefficient of storage water 0.8; 
- The density of water 1000 kg/m3; 
- The specific heat of water 4178 J/kg K; 
- The density of the ground 1900 kg/m3; 
- The specific heat of the ground 840 J/kg K; 
- The thermal conductivity of the ground k = 1.26 W/m K; 
- The specific heat of the air 1006 J/kg K; 

The maximum horizontal solar irradiation and the ambient 
temperature of the Adrar region (Algeria) are used to analyze 
the performance of the solar chimney. Meteorological data are 
taken by METEONORM 7 software with period data (1991-
2010). The month of July was chosen for the simulation because 
it has the highest irradiance, the meteorological data for the 
Adrar region are illustrated in Fig 2 and Fig 3:  
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Fig. 2 Hourly average global solar irradiance and temperature for the region 

of Adrar. 
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Fig. 3 Daily average global solar irradiance and temperature for the region of 
Adrar. 

In the following analysis, the importance of the power 
produced by the Manzanares power plant located in the Adrar 
region with and without a storage system was quantified, and 
Fig 4 shows the results. 
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Fig. 4 Power produced with and without storage system (July month) 

Figure 4 shows the production of the power plant with and 
without storage system, the difference can be shown in two 
ways: a decrease in the peak value and an increase in the min. It 
can be seen that the power plant with storage system continues 
to produce energy after the disappearance of the global solar 
irradiance (null GHI). This generation of energy is provided by 
the storage system. 

 
 

In this section, we investigated the effect of the variation of 
certain technical parameters (geometrical) on the electrical 
production of the solar chimney power plant equipped with a 
thermal storage system, by using the meteorological data of the 
site of Adrar. 
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- Effect of storage height (Hs): 

The model used considers the storage medium as a layer 
located just above the ground and under the collector, with a 
height Hs and a surface equal to that of the collector. Fig 5 
shows the electric power produced for different storage 
thickness layers such that the storage thicknesses were 
considered: 5cm, 15cm and 30cm. 
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Fig. 5 Effect of storage height on the power production. 

Figure 5 shows the effect of water-storage thickness on the 
output power. This effect can be shown in two ways: a decrease 
in the peak value and an increase in the min. The more the 
storage system increases the more the storage effect becomes 
important at the ends of the curves and therefore the electric 
power produced during the non-sunny periods is greater. 

- Effect of the diameter of the chimney (Dt): 

The diameter of the chimney is one of the essential 
parameters entering into the study of the feasibility in the 
construction of solar chimney power plant. Fig 6 shows the 
results of the electric power produced with the variation of the 
diameter. 
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Fig. 6 Effect of the diameter of the chimney on the power production. 

 

Figure 6 shows a significant increase in the power with the 
tower height due to the increase of the pressure difference 
between air at the tower base and ambient air as the tower height 
increases. 

- Effect of the height of the chimney (Ht): 

The height of the chimney is also considered as one of the 
parameters entering into the feasibility study of the construction 
of solar chimney power plant, a very high chimney will require 
a remarkable investment, an optimization of this parameter is 
necessary. In this section, we will try to understand the effect of 
the variation of the height of the chimney on the electricity 
production of the power plant. Fig 7 shows the results the effect 
of the variation of the height of the chimney on the power 
produced. 
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Fig. 7 Effect of the height of the chimney on the power production. 

Figure 7 shows that daily electricity production is also 
directly related to the height of the chimney. It is noted that the 
higher the height of the chimney, the more the daily electrical 
power produced increases considerably. 

- Effect of collector radius (RC): 

The diameter of the collector represents a fundamental 
parameter considering the cost necessary for its construction. 
An optimization of this parameter is necessary to reduce 
expenses. We will try to understand the effect of the variation of 
the collector diameter on the electricity production of the solar 
chimney. Fig 8 shows the effect of collector radius on power 
produced. 

Figure 8 shows that the collector radius has a direct influence 
on daily electricity production. We notice that the power 
production of the power plant increases with increasing the 
collector diameter due to a more solar energy absorbed as the 
collector area increases. 
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Fig. 8 Effect of collector radius on the power production. 

 

IV. CONCLUSION 

The study presented in this article relates to the analysis of 
the energy performance of a solar chimney power plant with and 
without thermal storage support. The site of Adrar was chosen 
considering the importance of its solar energy potential 
compared to all regions of Algeria, and the results found shows 
that: 

- The results obtained have shown that thermal storage is 
the solution to the intermittency of solar radiation such 
as the storage system increase the power produced 
during periods of low or no solar irradiance. 

- Thermal storage avoids the use of non-renewable 
energies to guarantee continuous production. 

- The optimization study allowed us to understand the 
variation of the technical parameters on the power 
produced. 

Through the results obtained in this study, it can be noted that 
a solar chimney plant equipped with a thermal storage system is 
one of the most interesting alternatives to guarantee a 
continuous and large-scale energy production. Energy 
performance can be improved either by improving storage 
systems by acting on the specific heat of the fluids or solids used 
in the storage or by acting on the sensible and latent heat storage 
pairing or the combination of both. 
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Abstract  This paper focuses on modeling, control, and steady-

state of a PV system based on current source inverter. The 

converter is implemented using a single buck switch, a H-bridge 

inverter and a CL output filter. The maximum power point is 

maintained with a Perturb and Observe algorithm. To control 

the current injected into the grid and the current source inverter 

output voltage, proportional-resonant controllers are used. 

Furthermore, to ensure synchronization between the grid current 

and voltage, a sinusoidal signal generated by a phase-locked-loop 

is utilized. To evaluate performance of the proposed topology, it 

has been modeled and simulated in MATLAB/Simulink. The 

simulation results confirm effectiveness and good performance of 

proposed converter. 

 

Keywords Grid-connected Current Souce Inverter ; Maximum 

Power Point Tracking (MPPT) ; photovoltaic system;  

I.  INTRODUCTION  

Due to the environmental issues and energy crisis, renewable 

energy sources have caught the attention of investors and 

researchers. Among the available renewable sources of energy 

, the photovoltaic system is considered to be the most 

promising technology, because of its suitability in distributed 

generation, satellite systems, and transportation [1]. In 

distributed generation applications, Photovoltaic systems 

operate in distributed generation applications in two different 

modes: grid-connected mode and island mode [2] [6]. 

 

Standalone: systems where the electricity is supplied to a 

single charge. This mode is interesting in locations where 

access to the grid is difficult. 

the grid: systems where generate electricity is 

injected into the distribution network. 

The majority of new photovoltaic generation systems are 

connected to the electrical network and enjoys a 70% increase 

in global capacity in 2008 [2]. 

The connection between the grid and the PV panels is made 

through power converters. In the distribution chain, only one 

or two stages are generally the most used in the photovoltaic 

converters topologies. In the proposed system a buck and a 

current source inverter are used. 

The conventional voltage source inverter is the most 

commonly used in grid-connected PV system technology due 

to its simplicity and availability. The current source converter 

has not been widely studied for renewable energy systems 

connected to grid. However, it represents an alternative for the 

injection of photovoltaic energy into the grid for the following 

reasons [3]: the input current of the current source converter is 

smoother than in input current of the conventional voltage 

source inverter which is preferable for photovoltaic system, 

and system reliability is increased by replacing the shunt input 

electrolytic capacitor with a series input inductor. 
In the proposed system, P&O algorithm is used to track MPPT. 

The synchronization of the injected current with the grid is 

insured by a phase-locked-loop. 
The aim of this paper is the analysis of a grid-connected 

current-source inverter topology for PV applications. To 

demonstrate the effectiveness and robustness of the proposed 

system, computer-aided simulation is used to validate the 

system. 

II. SYSTEM DESCRIPTION 

The proposed system consists of two stages, as shown in 

Fig.1. The PV array is connected to a buck converter, in the 

first stage in order to smoothing the dc link current. We use a 

sufficiently large input inductor. The second stage is a current 

source inverter to produce an AC output current to be injected 

into the grid. Furthermore, a low-pass line L-C filter is used in 

order to eliminate the switching harmonics. 

 
Fig. 1. Proposed current-source inverter topology for the grid-connected PV 

system. 

1. Photovoltaic generator 

The photovoltaic panels are composed of panels, wherein the 

photovoltaic cells are responsible for the conversion of light 

energy into electricity. The combination of PV modules in 

series or in parallel can achieve appropriate levels of voltage 

and current. When combined in series, there will be an 

increase in the voltage of the PV generator. However, when 

combined in parallel, there will be an increase in the current 

generated. Reliable photovoltaic models are essential for 

simulation of PV power systems to expect energy production 

from the PV resource under different irradiance and 

temperature conditions. A solar cell is typically represented by 

a single diode equivalent circuit. However, PV models can be 

categorized into main types: a single diode models (SDM) and 

double diode models (DDM). The DDM; however, its high 

accuracy it is relatively complex and suffers from low 
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computational speed.  The SDM is the most commonly used 

model in power electronic simulation studies because it offers 

a tradeoff between simplicity and accuracy [4]. 

The equivalent circuit of a photovoltaic cell is shown in fig.2. 

The equivalent current source Iph is the current of the light 

excitation, while the diode D is the pn junction existing in the 

photovoltaic cell [5]. 

 
Fig. 2. Equivalent circuits for PV SDM. 

 

Seeking to achieve greater accuracy, the resistance Rsh and Rs 

are inserted. The shunt resistor Rsh represents the difficulty 

created by the current flow due to crystalline defects 

(impurities present in the crystalline compound which forms 

the cell). The series resistor represents the losses associated 

with pn junction which forms the cell and electrical contact 

between the terminals and the semiconductor. A detailed study 

of the effect of this resistance on the performance of PV 

systems is presented in [6]. The current Ipv can be determined 

by (1). Unfortunately, PV generation systems have two major 

problems: the conversion efficiency of electric power 

generation is low (usually less than 17%, especially in low 

irradiation conditions), and the amount of electric power 

generated by solar panels changes continuously with the 

weather [7]. The characteristic of the PV generator is 

described as follows [8]: 

( * ) *
exp( 1) ( )

pv pv ser pv pv ser

pv cc sat

T shu

V I R V I R
I I I

nV R
  (1) 

Where: 

  
T

q
V

KT
                     (2) 

Where  

q is the electron charge, K is the Boltzman Constant, T is the 

temperature, Vpv is the output PV voltage, and Isat is the solar 

cell reverse saturation current. 
3

1 1
exp

g

sat rr

r r

qET
I I

T KA T T
           (3) 

( )
100

cc scr i r

G
I I K T T                                  (4) 

Where Ki is the current temperature coefficient, Tr is the cell 

reference temperature, G is the solar irradiation, and Iscr is the 

solar cell short-circuit current. Moreover, the cell reverse 

saturation current is calculated from 
2

(0)
T ß+

g g

aT
E E                               (5) 

Iscr is the reverse saturation at Tr, Eg is the band gap energy of 

the semiconductor used in solar cell.  

Fig. 3 shows the P-I curve of the PV system.  
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Fig. 3. P-I curve 

A. MPPT Algorithm 

 

Due to the non-linearity of the relationship between output 

parameters of photovoltaic cells - caused by climatic 

variations (solar radiation and temperature), MPPT techniques 

are used, which is necessary for maximize the current and 

voltage generated in a photovoltaic module under any 

irradiance or temperature condition. 

In this method, the instantaneous voltage and current values in 

the module, VPV (n), IPV (n), are used to calculate the power 

taken by the photovoltaic module according to this equation 

[9]:  

P (n) = VPV (n) * IPV (n).     (1) 

The new power compared with that calculated previously (n-

1), where the variation of energy between the two instants of 

time is extracted. 

PV = PPV (n) - PPV (n-1)]  (2) 

Positive power variations mean that the disturbance of the 

PV contributes to increase the power, so that the 

PV will be performed with the same sign.  

Once the MPP is found, the next update will send a negative 

PV, so the disturbance is the opposite.  

However, the P & O technique provides dynamic problems 

that indicate the size of the time or step used to calculate the 

duty cycle, which is interpreted in the graphs as oscillations 

around the operating point. When the disturbance is 

significant, the system reaches the regime more quickly, but 

with the highest voltage oscillations all the way to the 

optimum point.  

However, when this step is reduced and the system slows, the 

module voltage around the MPP varies less [8]. Fig.4 presents 

this method of Perturb and Observe (P&O): 
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Figure 4: Perturb & Observe algorithm  

 

2. Grid-connected Current Souce Inverter topology 

 

Fig.5 represents a grid-connected PV system using a single-

phase current source inverter. The inverter has four insulated-

gate bipolar transistors (IGBTs) (K1, K2, K3, K4) and four 

diodes (D1, D2, D3, D4). Each diode is connected in series 

with an IGBT switch for reverse blocking capability [2].  

 
Fig. 5. Single-phase grid connected current source inverter. 

 

 

Fig. 6. Shows the equivalent circuit of the current source 

inverter ac side. 

The differential equation that describes the ac-side dynamic 

voltage is: 

r
c r r

dI
V L rI V

dt
                          (6) 

*c
ond r

dV
C d I I

dt
                           (7) 

From (5) and (6): 

1
( * )

c ond r
V d I I

C
                       (8) 

Where d is the duty cycle. 

So, the AC output current is defined as following: 

1
( )

r c r r
I V rI V

L
                      (9) 

 
Fig. 6. Equivalent circuit of the current source inverter ac side. 

 

Fig. 7 shows the output current Ir and voltage Vc of the 

current source inverter.  

 
Fig. 7. CSI output current and voltage. 

 

 

III. COONTROL CURRENT SOURCE INVERTER  

 

To regulate the current Ir and the voltage Vc of the power 

inverter, the duality between the current source inverter and 

the voltage source inverter is employed. 

 

 
Fig. 8. AC current and voltage loops 
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So, a current control loop (Fig.8) is external and the voltage 

loop (Fig.9) is internal. The block diagram is shown in Fig.8. 

To obtain an accurate control of the current source inverter, 

proportional resonant (PR) control is used in the voltage and 

current loop controllers. As mentioned in [13], the PR 

controllers have better steady state performance in tracking the 

sinusoidal references and superior transient dynamics than PI 

controllers. 

 
Fig. 9. AC voltage loop. 

 

The PR transfer function of the voltage loop is expressed as: 

* 2 2

( )
( )

( )

c iv
v pv

c

V s K s
PR s K

V s s
         (10) 

Where Kpv is the voltage controller proportional gain and Kiv is 

the voltage controller integral gain. 

The transfer function of the voltage loop is defined as 

following: 
2 2

* 3 2 2 2

( )
( )

( ) ( )

pv iv pvc
v

c pv iv pv

K s K s KV s
H s

V s Cs K s C K s K
(11) 

As shown in Fig.10, the output voltage Vc is synchronized to 

the reference Vc*.  

 
Fig. 10. AC output voltage Vc and reference Vc*. 

 

 
Fig. 11. AC current loop. 

 

The PR transfer function of the current loop is expressed as: 

2 2
( ) ii

i pi

K s
PR s K

s
                             (12) 

Where Kiv is the voltage controller proportional gain and Kii is 

the voltage controller integral gain. 

The current-loop controller is obtained as:  

*

( ) ( )( )
( )

( ) ( ) ( )

v PRir
i

r PRi v

H s C sI s
H s

I s C s H s Ls R
      (13) 

As shown in Fig. 12, the output current Ir is synchronized to 

the reference Ir*. 

 
Fig. 12. AC output current Ir and reference Ir*. 

a. Phase Locked Loop (PLL) 

The quality, reliability and ease of use of the electrical power 

source are increasingly requested, for this reason the power 

converters used in grid-connected photovoltaic systems must 

conform to these requirements.  

Since the power factor control is a common objective of these 

systems requires precise phase information of the mains 

voltages, named phase tracking system is one of the most 

important elements.  

The phase locked loop (PLL) is the most used technique as a 

means for synchronizing the phase and frequency of electrical 

systems. In power electronics, the PLL technique was adopted 

in the speed control of electric motors.  

This is also available to synchronize the voltages and currents 

applied to connect renewable energy into the network [10].  

For these applications, precise monitoring of the voltage 

vector of the grid is essential to ensure proper operation of the 

control system. The basic concept of the PLL is that it is a 

device which causes a signal to follow another. It maintains 

synchronization of an output signal with an input signal in 

frequency and phase [11].  

 

 

 
 

Fig. 13. SOGI-PLL. Basic structure.  

 

 
 

Fig. 14.SOGI block.  

 

 

6th International Conference on Automation, Control, Engineering & Computer Science (ACECS-2019)

Proceedings of Engineering and Technology PET

Copyright - 2019

ISSN 1737-9334
Page 30



5 

 

Fig.13 shows the structure of the SOGI-PLL, where Vi is the 

input voltage, and  are the estimated frequency and 

angle, respective f is the nominal frequency.  

The implementation of the SOGI block is shown in Fig. 14 

obtained as follows: 

 

T=
cos sin

sin cos
                        (14) 

 

Thus transfer functions of SOGI-PLL can be derived as: 

 

G (s) = ( )

( )i

V s

V s
 = 

2 2

k s

s k s

ss
22

s
        (15) 

G (s) = ( )

( )i

V s

V s
 = 

2

2 2

k

s k s

22

22
s

        (16) 

 

Where k is the damping factor. 

IV. SIMULATION RESULTS  

To validate the performance of the proposed system, 

simulations are performed using MATLAB/Simulink. The 

design specification and circuit parameters of the proposed 

system are given in Table I. 
TABLE I. CIRCUIT PARAMETERS 

Item Value 

DC link inductor (mH) 400 

AC line inductor (mH) 2 

AC line capacitor (uF) 60 

Grid Voltage V rms (V) 220 

Grid frequency (Hz) 50 

Switching frequency (kHz) 20 

 

To validate the robustness of the algorithm and to search the 

MPPT, a radiance profile is implemented: 

 t=[0-0,6s]: is implemented under the test conditions T=25°C 

and G= 1000W/m2 

 t=[0.6s-0.8s] is implemented under the test conditions 

T=25°C and G= 800W/m2.  

 

 
Fig. 14. Synchronization between Vc and Vr. 

Fig.14 shows simulated waveforms of the output voltage Vc 

and the reference voltage Vr, where both are synchronized. 

Fig.15 and Fig.16 shows the variation of the output voltage 

and the output power respectively, corresponding to the 

irradiance profile, when t=[0-0,6s]  the output voltage  Vpv=57 

V and the output power p=800W, which correspond to the 

coordinates of MPP at T= 25°C and G= 1000 W/m2. When 

t=[6s-8s]  the output voltage  Vpv=50 V and the output power 

p=600W, which correspond to the coordinates of MPP at T= 

25°C and G= 800 W/m2. 

 
Fig. 16. Variation of the output voltage. 

Note that these simulation results show good agreement with 

the theoretical values. 

  
Fig. 16. Variation of the output power. 

 

 
 

Fig. 17. Simulation results of the proposed grid connected system: (a) 

PI controller; (b) proposed PR controller 
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Fig. 17 shows simulation results of the proposed grid connected 

system with PI controllers and the proposed PR controllers 

under grid voltage conditions. As shown in Fig. 17(a) the 

conventional PI controllers introduced a phase shift between 

the grid voltage and the grid current.  However, as shown in 

Fig. 17(b) with the proposed PR controller the current is in 

phase with the grid voltage. 

. 

 
(a) PI controller 

 

 
(b) proposed PR controller 

 

Fig. 18. Simulation results of the proposed grid connected system: (a) 

PI controller; (b) proposed PR controller 

Fig. 18 shows the simulation responses of the control system 

using the PR and PI controllers under grid voltage conditions. 

As shown in Fig. 18(a) the conventional PI controllers 

introduced a phase shift between the current and its reference.  

However, as shown in Fig. 17(b) with the proposed PR 

controller the current is perfectly synchronized with its 

reference and the THD of the grid current is only 0.22%. 

V. CONCLUSION 

This paper has presented a comparison between standard PI 

and PR current controllers in A single phase grid connected 

current source inverter. Simulations using MATLAB/Simulink 

have been implemented to validate the performance of the 

proposed system. MPPT, current and voltage loops compound 

the control structure of the proposed system to insure system 

performance during normal and varying weather conditions. A 

SOGI-PLL has been used to guarantee grid requirements. 

Thus although these results demonstrate the superiority of the 

PR controller for applications requiring sinusoidal references, 

additional harmonic compensation is needed in both cases to 

conform to the standard regulations. 
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Abstract  A continuous miniaturization of power converter 

incorporating planar magnetic components is necessary to higher 

performance, higher efficiency, higher power and decreasing 

costs. This paper presents an optimized planar transformer for 

power converter integration. A comparative study of windings 

arrangements effects in planar transformer based on Finite 

Element Method (FEM) for power energy conversion is 

presented. The most effects for planar transformer design in 

terms of AC resistance, leakage inductance and parasitic 

capacitance have been investigated. A planar transformer with 

three typical winding arrangements structure has been designed 

and compared to illustrate the effect of the winding 

configuration. The tradeoffs among these factors have to be 

analyzed in order to achieve optimal planar transformer design 

for power converter integration. Simulation results show that 

full-interleaving winding arrangements can provide good 

performance on terms of decrease the high frequency copper 

losses and leakage inductance compared with the other winding 

arrangements.  

 
Keywords  High frequency planar transformer, leakage 

inductance, parasitic capacitance, copper loss,   magneto motive 

force (MMF), finite element method (FEM), windings 

arrangements. 

I. INTRODUCTION 

 
In power conversion application, the major trends have 

been focused on increasing power density, increasing 
operating frequency, and decreasing profile of power 
converters [1-5]. Therefore, magnetic components such as 
inductors and transformers occupied the major space in power 
systems [5]. The uses of conventional magnetic component 
structures have many limitations to achieve high performance 
[6,7]. Therefore, compared with the conventional transformer, 
the planar transformer has a low profile, higher efficiency, 
manufacturing repeatability, low electromagnetic 
interferences and excellent thermal characteristics [3-5]. On 
the other hand, there are a few aspects which must be 
improved like decreasing the ohmic loss, core loss, leakage 
inductance and the parasitic capacitance in planar transformer 
[2]. Generally, interleaving method between primary and 
secondary winding of planar transformer is used to decrease 
leakage inductance and reduce high-frequency ohmic losses [3, 
4]. This paper focuses to analysis the parasitic parameters 
such as AC resistance, leakage inductance and capacitance 

between winding in planar transformer by analyzing the 
magneto motive force (MMF) and energy distribution in 
winding planar transformer. Section  presents the different 
winding configurations in planar transformer. The magneto 
motive force (MMF) distribution for each structure is 
illustrated. The current density distribution at different 
frequency is presented and analyzed. Based on magneto and 
electro static simulation, the flux line, magnetic fields and 
electric fields distribution are analyzed for different windings 
arrangements. Based on FEM simulation results, a 
comparative study between winding arrangements in terms of 
AC resistance, leakage inductance and parasitic capacitance is 
established and discussed in Section III. 

II. PLANAR TRANSFORMER DESIGN 

DESCRIPTION AND FEM ANALYSIS   

Figure 1 presents the PCB planar transformer structure. The 
construction of such a transformer consists of two main 
elements: The multi-layer printed on FR4-PCB substrate of 
primary and secondary windings and planar magnetic core. 
Each winding in this device is designed by following 
geometric parameters; the number of layer, the number of 
turns per layer, the width of the metal line, the spacing 
between turns, the thickness of metal trace and the thickness of 
the isolator between layers. A combination of planar EE 
magnetic core (E43/10/28) is used to design the planar 
transformer. 

 

 

Fig. 1 Prototype of the planar transformer. 

 
For a simple analysis, we choose a planar 

transformer with two symmetrical windings such way that the 

Insolation: FR4-
PCB 

Planar EE magnetic 
core 

Multi-layer PCB: 
Primary and 
secondary winding 
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number of layers and the number of turns in layers is the same. 
Primary and secondary winding planar transformer consists of 
four layers. Each winding layer consists of three turns. For 
structure 1, the winding layer arrangement is P P P P S S
S S. For structure 2, the winding layer arrangement is P P S
S P P S S. And for structure 3, the winding layer 
arrangement is P S P S P S P S. In the three structures, the 
primary and secondary layers are connected in a series to form 
a transformer with a 12-to-12 turn ratio. A simplified MMF 
distributions graph is shown in Figure 2. The arrangement of 
winding transformer with and without interleaving is the 
major factor affects the parameters of planar transformer.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Finite Element Method is used to evaluate the different 

cases of winding arrangements and to verify the selected 
design prototype of planar transformer. Figures 3 show the 
flux lines, the magnetic fields density and electric field 
distribution for the winding arrangements. Based on eddy 
current solver, the current density distribution of the different 
winding arrangements is shown in Figure 4. The analyzed 
frequency is 50 Hz, 100 kHz and 1 MHz which represents the 
interesting frequency to illustrate the eddy current effects. At 

low frequency, the current density distribution is uniform in 
the cross section of the conductor for different winding 
arrangements. However, at high frequency, the currents 
density distribution is concentrated in the surface of 
conductors. It can be seen that the current distributes more 
uniformly in the interleaved arrangements than that in non-
interleaving winding. This phenomenon is due to the skin and 
proximity effects in the metal lines [8, 9]. It should be noted 
that this effect is due to the changes in the magnetic field 
surrounded by the winding turns [10]. The proximity effect 
caused by adjacent conductors, effectively increase the skin 
effect in each individual conductor. Electric field distribution 
in planar transformer is shown in figure 3. Based on this 
simulation results, the electrical field is more localized in the 
FR-4 epoxy insulation between primary and secondary 
windings. Therefore, a high stray capacitance is obtained 
when the number of intersections between primary and 
secondary are increased. Much better results are obtained 
using the full-interleaving winding design where more 
uniform magnetic field distributions in the window of planar 
transformer are acquired.  

III. RESULTS DISCUSSION  

During the simulation phase, the planar transformer 
with three different winding arrangements is emulated based 
on 3D FEM software. Compared with 2D FEM simulation, 
the 3D FEM takes into account the limited core geometry and 
its effects on the magnetic structure (e.g. part of the windings 
no covered by the magnetic core). As an example, three planar 
transformers designs with different winding arrangements 
have been designed with EE 43/10/28-3F3 magnetic core 
materials. The winding arrangements: P-P-P-P-S-S-S-S, P-P-
S-S-P-P-S-S and P-S-P-S-P-S-P-S will be analyzed and 
compared. The letter P and S represents the primary and 
secondary winding, respectively. These devices are designed 
using the PCB made on FR-4 material with the dielectric 

It is worth mentioning that, the planar transformer parameters 
are physically-based: the number of turns per layers, the 
number of layers, the trace width, the thickness of metal trace, 
the spacing between turns, and the thickness of isolation 
between layers. Design parameters of the planar transformers 
are depicted in Table 1. A comparative study between winding 
configuration on term of the magnetizing inductance, leakage 
inductance and parasitic capacitance between primary and 
secondary winding is shown in Table 2. 

From figure 4, first, it is noted that for low frequencies 
the current density is uniform. In fact, resistance is identical to 
continuous resistance. The resistance factor equal to unity 
irrespective of the number of layers. In this case the skin depth 
is much greater than the thickness of the conductors. In 
second place, when the frequency increases, i.e. the skin depth 
is comparable to the conductive layer thickness. In fact, the 
electric current density in the conductor is no longer uniform. 
Therefore, there was an increase of resistance and especially 
higher when the number of conductive layers are important.  

           Fig. 2. MMF distributions in winding arrangements : 
(a) P-P-P-P-S-S-S-S (b) P-P-S-S-P-P-S-S (c) P-S-P-S-P-S-P-S. 

(a) 

0      I*Np        2I*Np   3I*Np  4 I*Np      

(c) 

0      I*Np     

(b) 

0      I*Np        2I*Np    

6th International Conference on Automation, Control, Engineering & Computer Science (ACECS-2019)

Proceedings of Engineering and Technology PET

Copyright - 2019

ISSN 1737-9334

Page 34



And finally, for higher frequencies, the skin depth becomes 
significantly smaller than the thickness of a conductive layer. 
Accordingly, the current density on the device driver, causing 
a consequent increase in the resistance value.  It is important 
to note that, a demand more effective and commonly is used 
to interlace the windings, the advantage comes from the fact 
that halves the maximum value of the field in the winding 
window. This reduces significantly the leakage inductance and 
the copper losses of the transformer. However, interleaving is 
also the disadvantage of increasing the parasitic capacitances. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 shows a comparative study between different 
winding arrangements results of the proposed planar 
transformers. The AC resistance of planar transformers 
increase with the increased of frequency; this is due to the 
skin and proximity effects in metal line [4].  On the other hand, 
the leakage inductance is slightly decreases versus frequency 
due to the eddy current effects. The skin and proximity effects 
are responsible for the reduction of leakage inductance [11].  
 
 
 
Table 1. Geometrical design planar transformer parameters used during 
simulation steps. 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Flux line Flux density distribution Electric field distribution 

 
 
 

Structure 1 

   
 
 
 

Structure 2 

   
 
 
 

Structure 3 

  
 

Fig. 3 Comparison of flux line, magnetic field density and electric field distribution of three winding arrangements. 
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Fig. 4 Current density distribution of three winding arrangements versus frequency. 
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Fig. 5 FEM simulation results for three different winding arrangements of planar transformer: (a) AC resistance (b) Leakage inductance versus 

frequency. 
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Table 2 illustrates the magnetizing inductance, the 

simulated leakage inductance and parasitic capacitance 
between primary and secondary winding for planar 
transformer based on Magnetostatic and Electrostatic 
simulation type. It shows that the Noninterleaving has very 
low parasitic capacitance compared with two other 
arrangements (Structure 2 and 3). This high capacitance in 
complete interleaving arrangements for example (Structure 3) 
is due to the increase intersections between the primary and 
secondary windings. It is worth mentioning that, the 
magnetizing inductance in the three arrangements are the 
same. Comparing the three planar transformer structures, we 
deduced that the planar transformer with interleaved windings 
leads to a reduction in copper losses and leakage inductance 
compared to the transformer, not or partially interleaved. 
Nevertheless, this technique increases parasitic capacitances 
between the windings of a planar transformer.  
 
 
Table 2. Summarized simulation results of different winding configurations of 
planar transformer: (Magnetostatic and Electrostatic solver type). 
 
 

Lm(µH) Lleak(µH) Cps (pF) 
 

PPPP_SSSS 
1113.2 4.74 65.2 

 

PP_SS_PP_SS 
1111.6 1.5 189.1 

 

P_S_P_S_P_S_P_S 
1111.3 0.65 408.8 

IV. CONCLUSION 

 
In this paper a comparative study of windings 

arrangements effects of HF planar transformer based on Finite 
Element Method has been presented. A detailed study for 
designing planar transformer including AC resistance, leakage 
inductance, and parasitic capacitance between primary and 
secondary winding has been discussed. Three winding 
arrangements have been analyzed based FEM simulation and 
compared to show their advantages and disadvantages in 
terms of parasitic elements effects.  The full-interleaving 
arrangements structure present that a low winding losses at 
high frequency, low leakage inductance, and high stray 
capacitance compared with other winding arrangements. The 
results of this study can be used to study and design an 
integrated power converter with high efficiency. 
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Abstract-- This article provides an overview of commonly 

used anti-islanding detection methods, conveniently applied in 

systems connected to the PV array. 

Anti-islanding methods can generally be classified into three 

main groups, including passive methods, active methods and 

basic methods of communication. 

Active methods have been the preferred detection technique for 

years because of the very small non detective zone (NDZ). In this 

work, three anti-islanding algorithms are evaluated by 

 Matlab / Simulink® platform with single-stage micro-inverter 

300w designed to inject active power into the low-voltage 

distribution network, using a photovoltaic panel. Normally, SMS 

method is chosen to make up the anti-islanding detection strategy 

that goes back to his smallest non detective zone and his 

simplicity. 

 

Keywords  Grid-connected PV Inverter ;Grid connected mode ; 

Islanding detection ; island mode ; AFD;  SVS; SMS. 

I. INTRODUCTION  

Renewable energy is defined as the energy that is collected 
from replenishing resources such as sunlight, wind, ocean 
waves, geothermal heat etc. Among the renewable energy 
resources, solar has gained the most attention. Global 
implementation of photovoltaic has grown exponentially for 
more than two decades. During this period of time, 
photovoltaic (PV), also known as solar PV, have evolved from 
small scale applications to becoming a mainstream electricity 
source. Based on the International Energy Association [1], 
solar PV electricity generation will continue to grow rapidly 
worldwide. 
The integration of renewable energy sources and energy 
storage has raised some concerns for utility power systems. 
One of the main concerns is islanding. Islanding is a condition 
where DG system continues to energize the local network, 
even after getting disconnected from grid [2]. 
In other words, the system, in addition to supplying electricity 
to the specified loads, also feeds other loads connected to the 
network, resulting in operational problems due to the inability 
of local production, among others even more serious. 
Although the probability of this effect is extremely low, the 
standards for the interconnection of photovoltaic systems to 
the grid require effective methods to detect islanding, such as 
IEEE 929 2000[3], IEEE 1547[4], and UL1741 [5], due to 
several resulting problems. Such an islanding can damage the 
system equipment, affect power system reliability, and 

 
 The importance of islanding detection is highlighted by the 
fact that many international technical associations such as 
IEEE or IEC revise and modify the distributed generation 
(DG) interconnection and islanding codes every two to three 

years [6]. The power grid can no longer control the voltage 
and frequency during islanding. 
With regards to islanding detection for grid-connected 
inverters, several methods were studied in literatures [7-8-9]. 
Normally, islanding detection methods can be classified as 
communication based methods, passive methods and active 
methods. 
Figure 1 shows a schematic diagram of the Grid connected 
inverter based DG system. It consists of PV panel, the inverter 
the local load, the transformer and the utility circuit breaker  . 

RLC Load

PCC

Grid

S
DC

AC

Transformer 

PV panel 

Ppv + jQpv

P + j Q

Pl + jQl

 
Fig. 1: schematic diagram of the Grid connected inverter 

based DG system 
Passive methods are based on islanding detection through 
monitoring of parameters such as voltage, current, frequency 
and/or their characteristics. They interrupt the inverter energy 
conversion when there are changes beyond some limits 
previously established, so these methods are not effective in 
determining the islanding effect correctly, remote detection 
methods remain economically and technically expensive, and 
the active methods remain the most effective.In this sense, this 
article aims to present a study of three active islanding 
detection algorithms with RLC load, by presenting the control 
and study strategies. 
Several studies were studied the active methods of island 
detection for connected inverters but they are applied on high 
power inverters [10], [11],we will present in this paper the 
application of island detection methods on a micro-inverter 
with low  power 300w. 

II. LOAD MODEL 
Before defining the different methods of islanding detection, it 
is important to highlight two key features in order to 
understand the islanding phenomenon. The first one is 
associated with the so- -
which can be defined as the range (in terms of the difference 
between the power supplied by the DG inverter and that 
consumed by the load) in which an islanding detection scheme 
under test fails to detect this condition. The second one is 
associated with the nature of loads, which from a conservative 
point of view can be modeled as a parallel RLC circuit. The 
reason for using this model is primarily due to the difficulties 
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that some detection techniques have to identify a islanding 
condition with such loads. Generally, non-linear loads, such 
loads that produce harmonics or constant power loads do not 
present difficulties in islanding detection. In particular, RLC 
loads with high Q factor have problems with island detection. 
Quality Factor is defined as: 

                                           
(1) 

This parameter describes the relationship between stored and 
dissipated energy in the RLC circuit. Loads with a high Q 
have large capacitance and small inductances and/or big 
parallel resistances. 
Before proceeding to the determination of the RLC load 
parameters, we have chosen to define the usual ZND of a 

inverter system associated with a parallel RLC load shown in 
Figure1 is quite simple from a theoretical point of view. 
Indeed, it is possible to adjust the system parameters so that 
the steady state remains between the voltage and frequency 
thresholds of the decoupling protection. 
PPV and QPV are the active and reactive powers provided by the 

powers provided by the grid before opening the switch. 
Uinv is the voltage in the output of the inverter and the parallel 
RLC load. 
For the static study, it is assumed that the inverter generates 
constant active and reactive powers. The steady state of such a 
system is governed by the following equations: 

U=       (2) 

R C PPV QPV  - = 0 (3) 

 
The resolution of (3) makes it possible to express the steady-
state frequency of the system: 

 

(4) 

If QPV = 0 then the problem is simplified and we notice that 
the steady-state frequency of the system is exactly the 
resonance frequency of the parallel RLC load : 

f = fRLC  =  (5) 

By fixing PPV and QPV, The RLC load is considered to 
consume exactly the PPV and QPV powers injected by the 
inverter with nominal voltage and frequency ,the load can be 
modeled according to [12] - [13]:  

          U=                                   R=   

                                           L=            

           fRLC  =                              C=           

(6) 

 In the simulation we fixed the quality factor of the load at 
  = 2 and the load resonance frequency at fRLC  = 50 Hz. 
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Fig.2: Diagram for testing the islanding detection algorithms 

 
III. ISLANDING DETECTION METHODS 

The effects of the disconnection of the network from the 
operation of the inverter depend on the ratio of the power 
absorbed by the load and the power available from the PV 
system. Indeed, the inverter is generally controlled to inject 
the maximum available energy whatever the load. In case of 
lack of energy compared to that generated, the network will be 
responsible for providing the additional need and in case of 
overshoot, it will absorb.  Therefore, if the power generated is 
greater than the demand, the voltage increases or vice versa. 
Similarly, if there is a perfect balance between the load and 
the generated power, the effect of the network loss becomes 
invisible for passive islanding methods, as there is no change 
in the voltage and the output frequency of the inverter. 
Figures 3 to 5 illustrate these conditions. It is observed that the 
worst case for island detection occurs when there is equality 
between PV production and consumption. In these cases, the  
Passive methods are not effective; therefore, the active 
methods are more attractive. 

 
Fig.3: the effect of islanding for a power generated less than 

the consumption 

 
Fig.4 : the effect of islanding for generated power equal to the 

consumption. 

 
Fig.5: the effect of islanding for generated power greater than 

to the consumption. 
Active islanding detection method is based on the injection of 
a small disturbance signal to certain parameters at the PCC 
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[13]. The concept of this method is that small disturbance 
signal will become significant upon entering the islanding 
mode of operation in order to help the inverter to cease power 
conversion. Hence, the values of system parameter will be 
varying during the cessation of power conversion, and by 
measuring the corresponding system parameters, islanding 
condition can be detected [10]. 
Active methods involve feedback control technique that 
detects changes in the parameters such as frequency or voltage 
at the PCC. In the case when the PV inverter behaves as a 
current source. Fig. 6 shows the operation of power flow in 
active islanding detection. Active methods can effectively 
reduce, even eliminate, the NDZ and detect islanding 
accurately. However, this method requires additional control 
circuits to create adequate disturbances which increase the 
complexity for implementation. Nevertheless, additional 
circuits may cause unpredicted effects to the electric power 
quality, such as the deterioration of the grid voltage quality 
and system instability [5]. 

Start 

Inject disturbance signel to 

PCC 

Measure parameters at PCC 

(Voltage,Current,Phase,Harmonic,etc..)

Parameter in the range 

of threshold setting ?

YES

NO

Islanding detected 

Alert and disconnect DG to 

local loads 

END

 
Fig. 6: The flow chart of active islanding detection procedure 

 
a) Active Frequency Drift (AFD) 
This method operates with a slightly distorted waveform, 
often slightly higher than the grid and synchronized with the 
zero crossing of the same. After crossing the current by zero, 
it is kept null until it coincides with zero crossing of the mains 
voltage [13]. In this way, there is a constant tendency of 
frequency to change under islanding conditions. It is possible 
to define the chopping factor (Cf) for the AFD method, as a 
function of the zero current time (Tz) in figure 7 and the 
period (T) of the grid voltage through (7). 

 
 

Fig. 7: Inverter current waveform distorted by using AFD 

Cf  =  
(7) 

This method can be easily implemented and applied to 
multiple inverters. However, the AFD method produces a 
small degradation in the quality of the DG output and the 
inverter has an NDZ that depends on the value of the chopping 
factor. The bloc diagram to test this method is represented in 
figure 8. 
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Fig. 8: Strategy for testing the AFD algorithm 
 

b) Sandia Voltage Shift  ( SVS) 
Sandia Voltage Shift (SVS) uses positive feedback technique 
to prevent islanding based on amplitude of voltage at PCC. 
When the utility grid is connected, there will be very small or 
no effect on the power of the system. But once the utility is 
disconnected, there is reduction in VPCC. According to load 

result, current and power output reduces. Therefore, this 
reduction in amplitude of VPCC can be detected by UVP. It is 
possible either to increase or decrease the power output of the 
inverter, leading to corresponding OVP/UVP to trip and stops 
inverter operation [13],[7]. The test algorithm is presented in 
Figure 9. The algorithm operates in an analogous way for an 
increase of the effective value of the voltage in the local load. 
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Fig. 9: Strategy for testing the SVS algorithm 

 
c) Slip Mode Frequency Shift  (SMS) 

 
The operation principle of the SMS method is based on 
varying the inverter output frequency by controlling the phase 
of the inverter current [13],[7]. Usually, DG operates with 
unity power factor, so in normal operation the inverter output 
current-voltage phase angle of the inverter, instead to be 
controlled to be zero, is made to be a function of the frequency 
of the PCC voltage. 
The phase response curve of the inverter is designed such that 
the phase of the inverter increases faster than the phase of the 
(RLC) load with a unity-power factor in the region near the 
grid frequency. This makes the line frequency an unstable 
operating point for the inverter. While the grid is connected, it 
stabilizes the operating point at the line frequency by 
providing a solid phase and frequency reference. However, 
after the island is formed, the phase-frequency operating point 
of the load and inverter must be at an intersection of the load 
line and inverter phase response curve. This method is 
relatively easy to implement because it is just a slight 
modification of a component which is already required. 
Additionally, it has a small NDZ compared with other 
methods. It also has the advantage of being effective when 
dealing with multiple inverters and it offers a good 
compromise between islanding detection, the output power 
quality and transitory response. However, SMS method 
requires a decrease in the power quality of the DG inverter. 
The bloc diagram to test this method is represented in figure 
10. 
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Fig. 10: Strategy for testing the SMS method 

 
IV. SIMULATION AND ANALYSIS OF STUDIED 

METHODS  
Simulation analysis is carried out using MATLAB Simulink. 
The design specifications and circuit parameters used in 
simulation are listed in Table I. 
Based on the standard IEC 61727 fmax = 51Hz, fmin = 49Hz, 
Vmax = 110% of nominal voltage, Vmin = 85 % of nominal 
voltage  and Qf = 2.5 (quality factor) for a fundamental 
frequency f0 of 50 Hz and nominal voltage V of 230V 
. 

TABLE I : PARAMETERS USED IN THE MICRO-INVERTER 
Parameter Value 
DC link voltage VDC 35[V] 
Power of PV system 300[W] 
Quality factor  2.5 
Resistance of inverter load  176.33  
Inductance of inverter load  28.07[mH] 
Capacitance of inverter load  361.2  
Resistance of the grid   
Inductance of the grid 0.2e-3[H] 
RMS voltage  230[V] 

 
a. Active Frequency Drift (AFD) 
b.  

A variation of 5 Hz was specified for the frequency of the 
current injected into the grid, corresponding to a fraction of  
10 % of the grid period. After disconnecting the network, the 
frequency of the local load voltage increases, as shown in 
Figure 11,figure12 presented the voltage VPCC after islanding , 
from this figure we notice that the voltage decreases also. 
Figure 13 shows the total harmonic distortion of current 
injected by the inverter to the RLC load after the application 
of the AFD method we note that after the application of this 
method the THD is of the order of 11.5%. 

Fig.11: Frequency change after disconnection from the grid  
Method: AFD. 

 
Fig.12: Voltage at PCC change after disconnection from the 

grid  Method: AFD 
 

Fig.13: The THD of the output current of the inverter  
Method: AFD 

 
We can notice a short time detection, islanding occurs at t=1s 
and the islanding detected at t=1.198s so the time detection is 

e 
case for the voltage which is in the non-detective zone at 
t=1.198s. 

c. Sandia Voltage Shift  ( SVS) 
The specification for detection by the SVS was 85% of the 
nominal voltage and the time for detection can be visualized in 
Figure 14, where after 1s the network is disconnected and the 
algorithm starts to reduce the injected power until it reaches 
the minimum voltage. 

 
Fig.14: Voltage at PCC change after disconnection from the 

grid  Method: SVS 
Figure 15 shows the total harmonic distortion of current 
injected by the inverter to the RLC load after the application 
of the SVS method we note that after the application of this 
method the THD is of the order of 3.9%. 
 

Fig.15: The THD of the output current of the inverter  
Method: SVS 

 
We can notice from figure 14 a short time detection, islanding 
occurs at t=1s and the islanding detected at t=1.384s so the 

384ms , the islanding detected with the 
voltage. The THD is equal to 3.9%. 
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d. Slip Mode Frequency Shift  (SMS) 
 

The specification of this method is the islanding detection can 
be with voltage and with the frequency, figure 16 and 17 
testify that ,from these two figures we can notice that 
islanding detected with voltage before islanding detected by 
frequency but the difference is very small in such a way that 
we can neglect this difference , also the detection time is 

185 ms, the THD which is presented in figure 18 is equal 
to 2.47% so  the most efficient method for micro-inverter is 
SMS method.  

Fig.16: Voltage at PCC change after disconnection from the 
grid  Method : SMS 

 

Fig.17: Frequency change after disconnection from the grid  
Method: SMS 

 

 
  

Fig.18: The THD of the output current of the inverter  
Method: SMS 

 
 

V. CONCLUSION  
 

This paper has given a short overview of three active methods 
used to detect islanding operation for PV inverters and it 
should show a sense of detection of islanding operation and a 
simulation principle for these methods. 
For better comparison of shown methods it would better to do 
more simulations for different parameters (for example: load 
power etc.) and to compare detection time for those 
parameters. This paper has presented three active methods for 
islanding detection for micro-inverter 300w, from this work it 

can be concluded that the SMS method has the better 
performance for low power inverter with her time detection , 
his non detective zone, also we can visualize the importance 
of this method with her resistivity to disturbance with the low 
THD .  
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Abstract In an Optimal Control problem, the selection of the 
matrices in the index of performance is an important problem. The 
problem becomes more complex as the dimension of the system 
increases. In most cases, it is not easy to assure a certain dynamic 
behavior for the evolution of the inputs and the states of the 
controlled plant. As it is very well known, this type of difficulty can 
be avoided if the desired indices of performance are specified by the 
performance of an idealized system called the reference model. In 
this paper a better approach is presented by the application of 

Discrete-Time Optimal Control Systems. It is shown that the 
l Control regulator 

problem enables the system states to be forced in a region where the 
system states are insensitive to plant parameter variations and 
external disturbances while at the same time the states are regulated 
in an optimal fashion. The design method also provides the 
flexibility to adjust the system dynamic by adjusting the switching - 
hyperplane parameters, which are elements in the performance 
index. Therefore, the selection of the matrix Q is totally replaced by 
the selection of the switching hyperplane matrix by which it is easy 
to establish the dynamic behavior of the resulting new system 
dynamic.      Furthermore, the theory is also extended to the Discrete 
and Continuous Time Stochastic Optimal Control Problems. 
 

Keywords Variable Structure Control, Optimal Control, 

Continuous Time Control, Discrete Time Control, Stochastic 
Control.   

I. INTRODUCTION 

It is very well known that the application of Variable 
Structure Systems (VSS) with Sliding modes control results 
in a new system dynamic which is insensitive to parameter 
variations and external disturbances. The theory is 

summarized in the following paragraphs 43,2,1 . 
Consider a general type of system given below; 

)()()( tuBtxAtx              (1) 

)()( txDty              (2) 

 
Suppose that a control input is found such that the system 

has a sliding regime simultaneously on m switching 
hyperplanes  ;0)(.........)()( 21 tststs m  

where; 
n

i
ijij txcts

1

0)()(                      (3)  

ni

mj

........,2,1

........,2,1
 

where 
1jns  

In vector notation, this is simply  
0)()( txCts               (4) 

When there exist a sliding regime simultaneously on all m 
switching hyperplanes, 

0)()( tuBtxAC
dt
ds               (5) 

Then, the equivalent control is determined as 

)()()( 1 txACCBtueq . In general, the so called equivalent 

control, )(tueq , is not the actual control applied to the plant. 

It is only instrumental in finding the sliding mode equations. 
If this control is substituted into the original system equations 

supposing that  1)(CB  exists, the following VSS sliding  

mode equations are found.  

 )()()( 1 txACCBBItx n            (6)  

The above equations appear to be of order (nx1), however 
this is not the case, because due to the sliding 

0)()( txCts is achieved, and therefore m of the state 

variables in Eq.(3) can be expressed in terms of the remaining 
(n-m) state variables. It can easily be seen that by adjusting 
the parameters of switching hyper-plane matrix C , the 

dynamic of the system with sliding mode control can be 
adjusted by the designer very easily. In this paper, this idea of 
forcing the states to move on a set of switching planes is tried 
to be applied to an optimal control problem where the 
switching plane is minimized which in turn results in 
regulating the states as desired by adjusting the parameters of 
the switching hyperplane matrix , C  .  

It is stated that )(tueq  is not the actual control applied to 

the plant and is only instrumental in finding the sliding mode 
equations. The actual control applied to the system is the so 
called sliding mode control which is in the following form 

32,1 . 

)sgn())(()(
1

jj

n

i
i

i
jj stxtu             (7) 

where  
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  ju (x(t))  sj(t)  0            (8) 

uj(t) = { 

  ju (x(t)) sj(t)  0 

The control input parameters are evaluated by taking the 
following conditions into consideration. 

0)()( tsts               (9) 

It is easily seen that if the above inequality is satisfied, 
then the states will hit the switching hyperplane from any 
initial conditions and will chatter around it. As a result, we 
say that 0)(ts is achieved. The VSS theory has also been 

extended to Discrete Time Systems 65 . This is also 
summarized in the following paragraphs;  

A single input-single output discrete time system is 
described by the equations given below.  

)()()()1( kfdkubkxAkx                        (10) 

where )(ku is the control input and )(kf is the disturbance 

added into the system with  

nbb ..............000 , ndd ..............000 , A is nxn 

matrix and )(kx  is nx1 state vector.  

Suppose that a control input is found such that the states 
move on the switching plane  

n

i
ii kxcks

1

0)()(            (11) 

where :ic are constants for 1.......,2,1 ni and . From Eq. 

(11), we see that 
1

1

)()(
n

i
iin kxckx  

Substituting Eq.(11) into Eq(10), the following new 
reduced order system equations are obtained as below,  

1

1

)()()1(
n

j
jinjiji kxacakx                       (12) 

 
1........,2,1

1........,2,1

nj

ni
 

As easily seen, the above equations are insensitive to 
external disturbances. Since the system is a discrete time 
system, the reduced order system is stable if the absolute 
values of the eigenvalues of the new system matrix are less 
than one. This is simply achieved by adjusting the 
coefficients of the switching plane. 

In a plant of general type, the sliding mode equations can 
be obtained from the so called equivalent control method. The 
actual control applied to the system can be found as described 
in the sequel. 

When 32,1 is achieved, it has to be maintained. This 

is possible with a control input which is the solution of  
0)()1( ksks ii after having achieved 0)(ksi     (13) 

If a control is found such that,  

0)()()1( ksksks iii and )()1( ksks ii           (14) 

which assures both sliding motion and convergence onto the i 
th hyperplane which can be decomposed into two inequalities 

.6  

0))(()()1( kssignksks iii  
0))(()()1( kssignksks iii                (15) 

are satisfied , then the states will hit the switching hyperplane 
from any initial conditions and will chatter around it. As a 
result we say that 0)(ks is achieved. 

A control input of the following form 
        u+(x(k))       si(k)  0 
 u(k) = { 

u- (x(k))  si(k)  0     (16) 
is evaluated by taking the above conditions in Eq.16  into 
consideration.  

In this paper, this idea of forcing the states to move on a 
set of switching planes is tried to be also applied to a discrete 
time optimal control problem where the switching plane is 
minimized which in turn results in regulating the states as 
desired by adjusting the parameters of the switching 
hyperplane matrix , C . 

II. DISCRETE TIME LINEAR REGULATOR PROBLEM  

Consider the plant 
)()()1( kuBkxAkx           (17) 

with a switching hyperplane 
)()( kxCks              (18) 

where )(ks s is (mx1) vector  and C  is (mxn) matrix.  

Define the following performance index so that the 
switching hyperplane is minimized in an optimal fashion.  

N

i

TT
N iuiRiuisisJ

1

))1()1()1()()(         (19) 

We begin by defining NV to be the minimum value of the 

performance measure NJ  as follows  ; 

N

i

TT

Nuuu
N iuiRiuisisV

1
)1()....1()0(

)1()1()1()()(min

             (20) 
Using the principle of optimality, we proceed by starting 

with the last stage of control in our problem. 

)1()1()1()()(min
)1(

1 NuNRNuNsNsV TT

Nu
       (21) 

where  
)()( NxCNs   

)1()1()( NBuNxANx           (22) 

Upon substitution in Eq.22, we obtain  
)1()1()( NBuNxACNs   

Then, V1  becomes 
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)1()1(

)1()1()1(

)1()1(

min
)1(

1

NuNR

NuNBuNxA

CCNBuNxA

V T

TT

Nu
 

If we drop the time argument for simplicity,  

CAxCBuCBuCAxCAxCAxV TTTTTTTTT

Nu
(min

)1(
1     

 )RuuBuCCBu TTTT            

Denote CCQ T , it is easily seen that Q  is 

automatically a positive semidefinite symmetric matrix,  

QAxBuQBuAxQAxAxV TTTTTT

Nu
(min

)1(
1  

uRQBBu TT )(             (23) 

Since Q is symmetric, 

QBuAxBuQAxQAxBu TTTTTTTT )(  

Then, the third term in Eq.23   is the transpose of the 
second term. Since both are scalars, the two terms are equal. 
Therefore, we write 

))(2(min
)1(

1 uRQBBuQBuAxQAxAxV TTTTTT

Nu
     (24) 

We obtain the minimum in Eq.24 by setting the gradient 
of the terms with respect to u equal to zero. Then, we have 

0)(22 RQBBuQBAx TTTT  

Solving for u we see that  

0)1()()1( 1 NxQABRQBBNu TT       

As it is seen, if R is selected as a positive definite matrix, 
the resulting control law is physically realizable and 
additionally is linear and involves feedback of the current 
state. 

We define 

QBRQBBNL TT 1)()1(        

Then,  
)1()1()1( NxNLNu       

As the reader will readily recall, in the discrete time 
optimal regulator problem, the following performance 
measure is selected 7 .  

N

i

TT
N iuiRiuixiGixJ

1

))1()1()1()()()(         (25) 

For the plant in Eq.17, if we evaluate V1 for the above JN , 
it becomes  

))(2(min
)1(

1 uRQBBuGBuAxGAxAxV TTTTTT

Nu
 

This is the same as Eq.24 with the exception that G is 
replaced by Q which is the product of the switching 
hyperplane matrix by its transpose. i.e CCT. The design 
approach is different in our case. Rather than selecting G 
being at least  a positive semidefinite matrix and selecting a 
performance index as in Eq.25 which is to regulate the states, 
we attempt to minimize the switching plane resulting in a new 
desired system dynamic and force the system states in a 
region where the system is less sensitive to plant parameter 
variations and external disturbances. If we continue to derive 

the performance measure for the N-stages, we get the 
following equations. 

)()()( kxkLku  

AkWBRBkWBkL TT )1()1()(  

)()()1()1()( kQkBLkWAAkWAkW TT  for k=N-

1, N-2, ......... 0. 
where 

)()( NQNW  

RBkWBT )1(    is required to be positive definite for 

all k.  
 

III. CONTINUOUS TIME LINEAR REGULATOR 

PROBLEM  

In this section, we shall consider one class of optimal 
control problem, the linear regulator problem, in which we 
shall employ the VSS theory by selecting a performance 
measure by which the switching plane is tried to be 
minimized, which in turn results in state regulation in a 
region where there is insensitivity to parameter variations and 
external disturbances.  Namely, the same idea followed in the 
previous section is followed here and applied to a continuous 
time linear regulator problem. The plant to be considered is 
described by the continuous-time linear state equations given 
below ; 

)()()( tuBtxAtx               (26) 

)()( txDty  

The performance measure to be minimized is selected as 
follows ; 

dttutRtutstststsJ TT
t

ff
T )()()()()(

2

1
)()(

2

1

0
   (27) 

The physical interpretation of this performance measure is 
that the switching plane is reached and minimized without an 
excessive expenditure of control effort, which in turn results 
in regulating the states in a region where the system is 
insensitive to parameter variations and external disturbances.  
Besides, the minimization of the switching hyperplane is 
achieved without chattering. One way to solve the above 
minimization problem is to select the Hamiltonian equations 
as follows; 

)()()(
2

1
)()(

2

1
),(),(),( tutRtutststtptutxH TT  

)()()()()()( txtBtptxtAtp TT           (28)  

where   

)()()( txtCts T   

Then, the optimal control which minimizes the above 
Hamiltonian can be found by using the parallel approach 
defined in 8  as follows ; 

)()()( 1 txtKBRtu T             (29) 

)()()()()()( tCtCtKAtAtKtK TT  
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)()()()()( 1 tKtBtRtBtK T           (30) 

where )(tK  is the gain matrix and can be evaluated as 

described in 8 . This is a slight modification to the original 
linear regulator problem and the control input evaluated by 
this approach facilitates the robust properties of VSS.  
 
IV. STOCHASTIC CONTINUOUS TIME LINEAR 

REGULATOR PROBLEM 

In the previous cases, it is assumed that all the states are 
available. This assumption may not be valid in practical 
applications. Furthermore, the processes may be stochastic. In 
such cases, one method is to estimate the states and use the 
estimated values of the states to evaluate the switching plane 
value, which is in fact the estimated value of the switching 
plane. To apply this idea, we extend the idea to the 
minimization of the estimate of the switching plane as 
described in the following paragraphs.  

We consider  the following system , 

)()()()()( twtGtuBtxAtx           (31) 

)()()( tvtxHty  

The stochastic processes { 0),( tttw }and { 0),( tttv  } 

are assumed to be zero mean Gaussian white noises with  

)()()()( ttQwtwE T  

)()()()( ttRwtwE T  

and  

0)()( TvtwE  

for all 0, tt  where all the terms have been defined 

previously .  
If a sliding mode control which satisfies  

0)()( tsts   

where )()( txCts as described in Eq. 7  is applied to the 

above system ,the system after a certain time moves on the  
switching plane 0)(ts  

The equivalent control can be found as follows,  

)()()()( 1 twGCtxACCBtueq  

Upon substitution into the original system equations, Eq.31, 
the new dynamic is obtained as follows, 

)()()()( 1 twGCtxACCBBItx n  

For the total disturbance rejection, the switching plane matrix 
must be chosen such that  

0)( 1 CGCCBBIn  

This gives  

)()()( 1 tAxCCBBItx n           (32) 

Then, the desired motion is achieved by adjusting the 
coefficients of C.  

Rather than selecting a sling mode control , the switching 
plane may try to be minimized , which in fact enables the 
regulation of s(t) and achieves s(t) = 0, when in turn , the 

system states move on the switching plane resulting in a new 
and desired dynamic according to the selection of the 
switching hyperplane. To achieve this purpose, the following 
performance measure to be minimized is selected as follows ; 

dttuttutstststsEJ TT
t

ff
T )()()()()()()(

0
(33

E {s(t)} = E {s(t/t)} : Expected value of the switching 
hyperplane given all the measurements up to t.   

If a control input is found to minimize the expected value 
of the above switching plane, then the expected values of the 
states will be forced to move in a region where we have the 
robust properties of the VSS, while at the same time, the 
estimated states are regulated in an optimal fashion. Thus, If 

)()( txCts is substituted in the above performance index 

for s(t), the following equivalent performance index is 
obtained. 

dttxCCtxEtxCCtxEJ
t

TT
f

T
f

T

0
)()()()(  

dttuttuE T
t

)()()(
0

          (34) 

If the similar steps described in 7  are followed, the 
optimal control for the continuous stochastic linear regulator 
problem can be found to be characterized by the set of 
following relations,  

)/()()( ttxtLtu  

)()()( 1 tWtBtL T  

)()()()()( 1 tCtCtWtBWBWAWAtW TTT  

)()/()()()()/()/( tButtxtHtztKttAxttx  

It is interesting to note that in the classical VSS the 
measurement of the output is not taken into consideration and 
it is assumed that all the system states are assumed to be 
available. In the approach explained above, it is clear that the 
output measurement is taken into consideration.  
 
 
V. STOCHASTIC DISCRETE TIME LINEAR 

REGULATOR PROBLEM 

We can extend the same argument to the discrete time 
stochastic linear regulator problem by following the parallel 
approach studied in the previous paragraphs.  

We again select the following performance for the similar 
reasons discussed in the previous paragraphs. 

 
N

i

TT
N iuiRiuisisEJ

1

)1()1()1()()(  

If the similar steps described in 7  are followed for a 
plant in Eq.17, the optimal control for the discrete time 
stochastic linear regulator problem can be found to be 
characterized by the following set of relations: 
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L(k) = - BT W(k+1) B + R -1 BT W(k+1) A 

)()()1()1()( kQkBLkWAAkWAkW TT for k=N-

1, N-2, ......... 0. 
where 

)()( NQNW  

RBkWBT )1( is required to be positive definite for all 

k.  

1/()()()()1/()/( kkxkHkzkKkkxkkx  

)1()1/1()1/( kuBkkxAkkx  

where K(k) is the Kalman gain matrix described in  7  
 

V.CONCLUSION 
The most favorable aspect of variable structure controller 

is that the new resulting system dynamic is insensitive to 
plant parameter variations and external disturbances. In this 
paper, this robust property is extended to the conventional 
state regulation problem. It is shown that the states of the 
system can be regulated in an optimal fashion by minimizing 
the switching hyperplane. This approach facilitates the design 
of a more robust optimal control regulator by combining and 
facilitating the use of VSS theory. In practical applications, 
the system states are random. Therefore, the estimated states 
can only be used in the evaluation of the switching 
hyperplane. Therefore, the theory is also extended to cover 
the stochastic cases.   
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Abstract  Reliability and the repeatability are the most 

important features for portable biosensor and gas sensors and 

any adverse effect (temperature, etc.) on these features must be 

studied in depth for the sake of high accuracy and long-term 

stable operation. Here, temperature effect on the sensitivity of 

the bio/gas sensor was studied in detail via FEM analysis. A 1 ng 

mass was added to the top surface of the clamped-clamped beam 

to observe the effect of the temperature on the sensitivity. Up to 

10-fold (138/13.5) decrease in the sensitivity was observed when 

aluminum was used according to FEM results. The optimization 

in dimension decreased the 10-fold to 1.5-fold, whereas building 

clamped-clamped beam from silicon solved the problem by 

offering a negligible change (5%) in the sensitivity. These 

findings can be used to design more reliable and accurate 

bio/gas sensor for early cancer treatment and life critical gas 

detection while eliminating the need for compensation circuit. 

 

Keywords  biosensors, gas sensor, clamped-clamped beam, 

sensitivity, mass detection, temperature effect, frequency shift 

I. INTRODUCTION 

Resonators have been widely used in building biosensors 

[1], gas sensor [2], temperature sensors [3] and thermal 

detectors [4]. Highly sensitive (ng-ag), low cost and portable 

bios/gas sensors are the most popular ones among the other 

applications in the last decades. Many different approaches 

have been proposed to build micro/nano resonators such as 

SAW [5], Cantilever [2], Fixed-Fixed beam [6], PZT [7], 

Whispering gallery mode [8], photonic crystal nano-ring 

resonator [9]. Moreover, micro/nano mechanical biosensors 

such as cantilever has many advantages in comparison to 

other types [10].  

Many studies have been conducted on accuracy, large scale 

integration [11], sensitivity [12], selectivity and reliability in 

realizing bio/gas sensors. Reliability among other parameters 

keep a special place, because bio/gas sensor must give the 

same result no matter what the temperature in the 

environment is. High reliability is also very crucial for the 

early cancer diagnosis as it has a tremendous potential to cure 

the patients. Different calibration techniques such as 

compensation circuit with a programmable CMOS amplifier 

was proposed [13] to address the temperature effect. 

Here, we study and propose solutions for the effect of 

temperature change on the sensitivity of the Clamped-

Clamped beam type bio/gas sensor. The sensitivity was 

drastically decreased with even small increase in the 

temperate (14 Celsius) when aluminum was used to build the 

sensor. Up to 10-fold decrease in the sensitivity was observed 

according to FEM simulation results. The sensitivity was 

decreased from 138 kHz/1 ng to 13.5 kHz/1 ng when the 

temperature increased from 20 to 34 Celsius. Different 

techniques were used to address the problem. Optimizing 

length decreased 10-fold to 1.7-fold while optimizing 

thickness decreased it to 1.5-fold. However, this improvement 

is not enough for highly sensitive sensor and design still 

requires the compensation circuit [13] to calibrate the results. 

On the other hand, almost no decrease (5% change) in the 

sensitivity was observed when silicon was used to build the 

clamped-clamped beam type sensor. This is attributed to the 

fact that silicon has smaller thermal expansion constant in 

contrast to the aluminum layer. Using silicon can also 

eliminate the need for the compensation circuit and design 

complexity. 

II. RESULTS AND DISCUSSIONS 

A 100 µm long, 1 µm thick and 4.5 µm wide aluminum 

clamped-clamped beam was modelled and built in COMSOL. 

The model can be easily fabricated with three deposition and 

etching processes. The first metal layer can be deposited via 

chemical vapor deposition (CVD) process and can be 

patterned via lithography and deep reactive ion etching 

process (DRIE). The isolation layer can be deposited on top 

of the bottom metal via atomic layer deposition (ALD) 

process. The top metal layer can be deposited on top of the 

isolation layer via CVD and patterned via DRIE process. The 

final step would be to remove the sacrificial layer so that the 

clamped-clamped beams can be released and free to resonate. 

Here sacrificial layer is not only used to separate the top and 

bottom metal during the fabrication process, but also to 

enable top metal etching without hurting the bottom metal. 

The model was placed in a vacuum with a room 

temperature of 293 K. Solid mechanics was used to define the 

vacuum and ambient temperature. Two different structures 

were defined to study the sensitivity. The first one was 

defined as a simple clamped-clamped beam while the second 

structure was defined as a clamped-clamped beam with a load 

(1 ng mass) placed on top of it with a uniform distribution. A 

fine tetrahedral mesh was defined for both structures in the 
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simulation environment. The eigenfrequency and modal 

response for both structures were calculated via COMSOL 

where the ambient temperature was swept from 20 Celsius to 

34 Celsius. The purpose here is to find the resonance 

frequency for each case and consequently to derive the how 

sensitivity changes with respect to increase in the temperature. 

Here 1 ng mass represents biomolecules for biosensor 

application or gas molecules for gas sensor application.  

  

 

 

Fig. 1 a) Resonance frequency with respect to temperature for both aluminum 

clamped-clamped beam with mass (1 ng) and without mass, b) The effect of 

temperature on the sensitivity, inset is showing the aluminum clamped-

clamped beam (red) with a mass (blue) attached on it.  

The sensitivity can be found from the frequency shift with 

respect to the attached mass, where frequency shift is given in 

[14] as; 

 
Where w is the width, h is the thickness  is the density 

and L is the length.  

The resonance frequency decreases with the increase in the 

temperature due to decrease in the stiffness constant. The 

resonance frequency decreased from 527 kHz to 52 kHz for 

the aluminum clamped-clamped beam before a 1 ng mass and 

it decreased from 389 kHz to 38.5 kHz after adding a total of 

1 ng uniformly distributed mass (Fig. 1a). This represent a 

total frequency change of 475 kHz for the design without a 

mass and 350.5 kHz for the design with a mass, where the 

total temperature change is 14 Celsius.  Here the sensitivity is 

the difference of the resonance frequencies of the clamped-

clamped beams without a mass and with a mass (Fig. 1a). It 

was observed that the sensitivity of the clamped-clamped type 

bio/gas sensor depends on the temperature and decreases with 

the increase in the temperature. The sensitivity was 138 

kHz/1 ng (527-389=138) around 20 Celsius and it decreased 

to 13.5 kHz/1 ng (52-38.5) around 34 Celsius (Fig. 1b). This 

represents around 10-fold decrease in the sensitivity for the 

bio/gas sensor.  

Two different approaches were studied in this work for the 

sake of not to analyse the problem but also to address the 

problem. First approach (dimensional effect) was to change 

the length (Fig. 2a) or the thickness (Fig. 2b) or both for the 

aluminum clamped-clamped beam. Three different lengths 

were studied via FEM. The linear relationship between 

sensitivity and the temperature was observed for all devices. 

Total loss in the sensitivity is around 119.8 kHz for 100 µm 

long beam, it is 99 kHz for 90 um long beam and 96.4 kHz 

for 80 µm long beam where temperature increased from 20 

Celsius to 34 Celsius. A 100 µm long beam results in 10-fold 

decrease in the sensitivity while it was 2.6-fold for 90 µm 

long beam and was 1.7-fold for 80 µm long beam (Fig. 2a). In 

another words, the sensitivity dependency on the temperature 

can be decreased from 10-fold to 1.7-fold by simply changing 

the length. Though the total sensitivity change (96-120 kHz) 

with respect to temperature change is very close to each other 

for all devices, the relatively smaller sensitivity (137.6 kHz) 

of 100 µm long beam in comparison to 80 µm long beam 

(248 kHz) at 20 Celsius results in 10-fold decrease. 

In contrast to the length study, the thickness study shows 

different slopes and curves for devices at different thickness. 

The total sensitivity change with respect to the total 

temperature change of 14 Celsius was calculated as 119.8 

kHz for 1 µm, while it was 63 kHz for 1.2 µm and 44.6 kHz 

for 1.4 µm according to COMSOL (Figure 2b). A 10-fold 

decrease in the sensitivity was observed for 1 µm thickness, 

while it is 1.9-fold for 1.2 µm thick beam and 1.5-fold for 1.4 

µm thick beam (Fig. 2b). Although each device has a 

sensitivity around between 137-153 kHz at 20 Celsius, the 

thinner device (1um) has a curve with a larger slope that 

results in 119.8 kHz change in the sensitivity.  

These findings can be attributed the fact that, the increase 

in the stiffness constant results in smaller percentage decrease 

in the sensitivity with respect to temperature. Here the 

decrease in the length or the increase in the thickness causes 

the increase in the stiffness constant. These results can also be 

explained by the temperature sensitivity. Thinner or longer 

devices are more sensitive to the temperature change [3] that 
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adversely affect the performance in biosensing applications. 

Therefore, the increase in the thickness or decrease in the 

length is desirable if one wants to decrease the temperature 

sensitivity and consequently decrease the temperature 

dependency of the biosensor. Another way is to build a 

package with thermal isolation; however, this solution 

method is not practical and realistic for the biosensor 

applications because biosensors need microchannels (mostly 

build on PDMS) on top of the devices and that would prevent 

the thermal isolation. If somehow one design a microchannel 

built on different material with a good thermal isolation, that 

still would bring the fabrication complexity, and cost 

Fig. 2 The effect of temperature on the sensitivity for an aluminum clamped-

clamped beam with a) a length of 100 µm, 90 µm and 80 µm where thickness 

is 1 µm, b) a thickness of 1 µm, 1.2 µm and 1.4 µm where length is 100 µm 

Tough first approach partially solved the problem and 

causes a smaller percentage decrease in the sensitivity with 

respect to temperature, a 1.5-fold can still not acceptable for 

reliable and accurate detection especially for the application 

such as early diagnosis, where the sensitivity requirement can 

reach to atto-gram. That s why, another simple and cost-

effective solution is required to address the problem.  

The second approach was to change the material in 

building the clamped-clamped beam. This can be done easily 

by switching to SOI (Silicon on insulator) process and taking 

the advantage of smaller thermal expansion constant of 

silicon. SOI is a widely used process and some examples can 

be given as MEMS-resonators [13], and plasmonic switches 

[15]. The structure consists of Silicon layer growth on oxide 

with different thickness depending on the application. The 

device can be built by first patterning the silicon layer and 

then etching the oxide layer to release the devices.  

 
Fig. 3 The effect of temperature on the sensitivity for an aluminium clamped-

clamped beam and silicon clamped-clamped beam 

The effect of temperature on the sensitivity for the 

clamped-clamped beam built on silicon and aluminum were 

studied via FEM (Fig. 3) where the beam is 100 µm long, and 

1 µm thick. The sensitivity decreased from 212 kHz to 200 

kHz for silicon and 137.6 kHz to 17.8 kHz for aluminium 

type beam, where the temperature was increased from 20 to 

34 Celsius. In another words, the total decrease in the 

sensitivity is 12 kHz for silicon beam while it is 119.8 kHz 

for aluminum. This represent around 5.6% change in the 

sensitivity for silicon beam, where T is 14 (34-20), thanks to 

smaller thermal expansion constant of silicon in comparison 

to aluminum ( aluminum = 23x10
-6

 m/mK, silicon = 3-5x10
-6

 

m/mK). This 5.6% change is a drastic increase and serious 

improvement over aluminum beam where the sensitivity was 

decreased by 10-fold. 

III. CONCLUSIONS 

Clamped-clamped beams provide high sensitivity in 

portable biosensor and gas sensor applications, that s why it 

keeps a special and critical place among other micro devices. 

The accuracy and reliability for portable biosensor and gas 

sensor are the most important features as they provide 

important information for early diagnosis for cancer treatment 

and life critical gas sensing. 10-fold decrease in the sensitivity 

was calculated via FEM for the clamped-clamped beam built 

on aluminum, where the total temperature difference ( T) 

was 14 Celsius. Changing the length or the thickness decrease 
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the 10-fold down to 1.5-fold, however this is still a large 

value for the highly sensitive bio/gas sensor. On the other 

hand, the solution for this problem was achieved by changing 

the material from aluminum to silicon while eliminating the 

need for any change in the dimensions. The sensitivity was 

only changed from 212 kHz to 200 kHz (5%) for the 

clamped-clamped beam built on silicon. This small change in 

the sensitivity with respect to temperature is negligible in 

comparison to 1.5-fold achieved by changing the thickness of 

aluminum beam. 
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Abstract--The ability to recognize human activities is 

necessary to allow intuitive Human Robot Interaction 

(HRI) for a service robot in real time. 

In this work, a HRI system for a service robot capable 

of understanding common interactive human 

activities is developed. The use of supervised machine 

learning algorithms for the human activity 

recognition task is based on the fusion of several 

classifiers like Support Vector Machine (SVM), 

Decision Tree (DT) and Artificial Neural Network 

(ANN) algorithms to classify activities into different 

classes. It uses as input a view invariant 3D data of the 

skeleton joints, which are rich body movement 

information recorded from a single Microsoft Kinect 

camera to create specific dataset of six interactive 

activities.  

The algorithm was able to successfully classify and 

recognize the activities being performed in front of the 

camera. The system framework is realized on the 

Robot Operating System (ROS), and the real-life 

activity interaction between our service robot and the 

user was conducted to demonstrate the effectiveness 

of thedeveloped HRI system. 

Keywords— Human Robot Interaction (HRI), Human 

Activities Recognition (HAR), Machine Learning, 

Robot Operating System (ROS), Service Robot, RGB-

D camera.  

I. INTRODUCTION 

Interactive scenarios for social robots require not 

only the ability to find and track humans, but also 

to understand their gestures and actions. 

Human Action Recognition (HAR) is a particularly 

important aspect of social interaction, which uses a 

combination of sensors and modalities, including 

vision, audio, and touch to recognize human 

actions. This aspect has to be considered in every 

Human Robot Interaction (HRI) system. 

Machine learning algorithms have been widely 

applied for this purpose. Using Neural Network, 

Fiaz and Ijaz [1] proposed a method to design an 

intelligent human activity monitoring system to 

detect and track suspicious activity in a surveillance 

environment. A three-layer perceptron was used for 

the classification of the human activities from the 

information of the distance and motion vector. 

Foroughi et al. [2] applied four-layer MLPs to learn 

Eigen-motions, which are the movement patterns 

extracted by an Eigenspace technique, for motion 

classification and falling detection.  

Using Support Vector algorithm, Schuldt et al. [3] 

aimed to recognize human activities by extracting 

local space-time features in a video. In addition, 

Laptev et al. [4] used a nonlinear SVM with a 

multi-dimensional Gaussian kernel for recognition 

of various natural human activities by building 

spatial-temporal bag-of-features (space-time grids).  

Decision tree algorithm also constitutes one of the 

most used machine learning methods in HAR 

problem. Stauffer and Grimson [5] built a 

hierarchical classification binary tree by the 

accumulated joint co-occurrence statistics of the 

representations in a video sequence. Moreover, 

Ribeiro and Santos-Victor [6] investigated the use 

of hierarchical binary tree classifiers on human 

activity recognition. For each node of the binary 

tree classifier, a Bayesian classifier was used and 

the likelihood functions were modeled and 

systematically learned as Gaussian mixtures.  

Recently, the availability of low-cost and high-

accuracy depth sensors, using the out-of-the-box 

skeletal tracker framework [7]and[8]leads toa large 

community of researcher to investigate in motion 

and pose tracking fields. Anjum et al. [9] used a 

Kinect sensor as input for an activity recognition 

classifier, with a basic SVM classifier that achieved 

near perfect accuracy on a closed set of eight 

activities. McKeagueet al. [10] used sensor fusion 

(depth and RGB) to track hands in crowded 

environments in real time. A Monte-Carlo update 

process reduced false positives of varying skin 

color, clothing, and illumination conditions. 
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To encourage HRI-focused activity recognition, 

Chrungoo et al. [11] released an annotated RGBD 

human-robot interaction dataset consisting of 18 

activities including ten stylized gestures and eight 

conventional activities of daily living. The dataset 

includes both communicative and non-

communicative actions; they used basic SVM 

classifier that achieved near perfect accuracy on a 

closed set of eight activities.  

In this work, we take into consideration that a set of 

classifiers is designed to obtain better performance 

than any of individual one. For this purpose, we 

combine three single classifiers: Support Vector 

Machine, Decision Tree and Neural Network to 

classify six interactive activities represented by 3D 

coordinate of skeleton data. 

The major contributions of this work are: 

- The proposed viewpoint invariant transformation 

in the preprocessing step, which can eliminate 

observation variations caused by viewpoint 

differences. 

- Provide ROS package and a specific dataset 

containing interactive activities for the HRI 

system. This dataset is a challenging one, once 

there is significant intra-class variation in the 

realizations of the same activity. For example, 

sometimes ‘Call’ activity is done with the left 

hand while sometimes with the right hand.  

 

II. HUMAN-ROBOT INTERACTION SYSTEM 

OVERVIEW 

Figure 1 shows the framework of human-robot 

interaction system. It mainly includes two modules:  

The off line process where the dataset is created 

using RGBD camera to obtain the human skeleton 

data stream, from which features are extracted and 

pretreated. Three supervised machine learning 

algorithms (SVM, DT, ANN) are then trained.  

The online process where the activity being 

performed is inferred using voting process of the 

above classifier and the robot runs the action 

according to rules that are described in Table1. 

 

III. THE OFF-LINE PROCESS 

A. Dataset Creation  

Our dataset has been created using OpenNI tracker 

framework, which allows the skeleton tracking at30 

fps, providing the three-dimensional Euclidean 

coordinates and three Euler angles of rotation in the 

3D space for each joint with respect to the sensor. 

The dataset contains six interactive activities 

performed by different individuals, among the 

activities. Four are static, where the user does not 

move from camera view field like (hello, Stop, 

call), and two dynamic activities where the user can 

leave the camera view field like (going, coming), 

figure2 shows some examples of our dataset. 

 

. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1: The framework of human-robot interaction system 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig.2: Examples of our dataset a) Hello, b) Call, c) Stop 
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B. Features Extraction 

In order to detect and recognize activities related to 

interactive service robot, we have selected nine 

joints in the upper body human skeleton (see 

figure3), since joints on low limbs introduce more 

noise than useful information to distinguish 

activities. 

 

 

 

 

 

 

 
Fig.3: The selected human skeleton joints 

1) Construction of Feature Vectors 

Using the above information, we have compute 

dataset of features as follow: 

-  3D coordinates of the 9 selected joints: (x,y,z). 

- 3D rotation angles in the space described by a 

sequence of three rotations according to the three 

axes X, Y and Z. Let Ψ be the rotation angle about 

the x-axis computed as: 
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�� ��
��� �
�� 	
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Similarly, let � and Φ be the rotation angles about 

the y-axis and z axis respectively: 
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Hence, the feature vector has the following form: 

 

 

2) Feature preprocessing 

A preprocessing step is applied to the 3D skeleton 

data, it consists of the following: 

Translation: to guarantee the same origin of the 

coordinates system for all acquired frames; the 

reference was set to the torso of the human 

skeleton; 

Smoothing: in order to attenuate noise introduced 

by the sensor, we have applied a moving average 

filter with five (5) neighbor’s data points, to filter 

the noise and smooth the data. 

Normalization: a normalization step is applied to 

accommodate and reduce the influence of different 

user’s height and limb lengths; therefore, all 

skeleton 3D coordinates are normalized as follow; 

Di-normal= 
)min()max(

)min(

ii

ii

DD

DD

−

−

 

Where )max( iD and )min( iD  are the maximum 

and minimum value of a feature set.  
Symetrization: It is done to disambiguate between 

mirrored versions of the same activity (e.g. gestures 

performed by right and left-handed people); it is 

required for activities like Hello, Call and pointing. 

It is just necessary to consider a new sample based 

on a mirrored version of the original 3D skeleton 

data. 

C. Training 

An ensemble learning model is applied in order to 

obtain better prediction result than any individual 

classifiers [12]. This is done by using multiple 

learning algorithms; in this work, we have used a 

fusion of three single classifiers, which are non-

linear support vector machine using the X2 kernel 

function, Gaussian and polynomial kernel and 

Neural network using ‘relu’ as activation function 

and Decision Tree(see figure 4). 

In order to validate the activities recognition 

models, 70% of our dataset has been used for 

training while 30% for testing. 

 

 
Fig.4: Ensemble learning 

1) Support Vector Machine: is discriminative 

classifier, which outputs the optimum hyperplane 

that separates the training data. Margin is defined as 

the distance of data from the separating hyperplane. 

The classification results of SVM that are applied to 

our dataset are presented in a confusion matrix, in 

which the performance measures of accuracy is 

84% (fig.5).  

1- Head 

2- Neck 

3- Torso 

4- Left Shoulder 

5- Left Elbow 

6- Right shoulder 

7- Right Elbow 

8- Left Hand 

9- Right Hand 

Time  
X Y Z � � � 

X 

Z 

Y 

Ensemble training  
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Fig.5: Confusion Matrix SVM 

 

2) Decision Trees: The goal of Decision Trees is to 

generate a model that predicts the classification 

labels based on decision rules according to the 

training data. At each level of the tree, the model 

tries to maximize information gain by considering 

all possible splits based on the used features. 

Binary tree classification is simple and fast, but the 

separation rules in each node are difficult to be 

general for other cases, making it difficult for 

complex scenarios. 

The classification results are shown in figure 6 
where the accuracy result is 94%.  
 

 
Fig.6: Confusion Matrix Decision Tree 

 

3) Artificial Neural Networks use the concept of 

biological neuron networks to supply nonlinear 

capability via more discriminative feature 

transformation through hidden layers, resulting in 

more effective classification through multilayer 

perceptron (MLPs), which apply the back 

propagation (BP) supervised learning algorithms to 

compute suitable connection weights and biases of 

the network.ANN is applied on our dataset with 

‘relu’ as activation function and achieved 72.5% of 

accuracy (see figure 7).  

 
Fig.7: Confusion Matrix ANN 

D. Voting process: 

In general, ensemble learning involves training 

more than one model on the same dataset, then 

using each of the trained models to make a 

prediction before combining the predictions in 

some way to make a final outcome or prediction. 

To combine multiple classifiers we have used 

majority-voting process as follows:   

Let Mi={m1,m2,…., mn}, be the ensemble of model 

trained and Cj={c1, ,c2,…., cl}, be the classes. 

The vote for each class j and each model i is 

computed by: 

���� � �����������
������
�����
���	����������������������������������� �� ! 

The total vote for each class j is then calculated by "� � # ����$�%& � ' � �� ( �   
The final decision Vfinal is then the majority vote. 

Vfinal=argmax(Vj). 

IV. THE ONLINE PROCESS 

A. Robot reaction 

A multimodal interaction is designed for human 

robot interaction scenarios to provide natural 

communication. Once an activity is recognized by 

the classification step, the proper reaction is taken 

from the look-up table to be executed by the mobile 

robot. 
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TABLE 1: Robot reactions 

B. Speech recognition module 

Speech recognition module is performed using one 

of the commercial softwares, which are embedded 

solutions. This choice is due to the autonomy issue 

of our service robot in order to make it light enough 

in terms of computational and memory resources, 

since other processes are running on the same 

platform and at the same time. 

In our solution, we have used pocketsphinx [13] 

package to recognize a single word in order to 

confirm the activity being recognized and to make 

conversation between the robot and the human 

more natural. In our work, the vocabulary includes 

the following words:”no”,”yes”, “please”, 

thanks”,”goodbye”.  

C. Speech synthesis module 

For voice reaction, we have used the sound play 

package that is given a text input, it will be 

synthesized into sound output. 

 

V. RESULTS AND DISCUSSION 

The developed HRI system has been implemented 

under Robot Operating System (ROS) and tested on 

the B21r mobile robot in real scenarios. 

Our dataset contains several intra-class variations 

among different realizations of the same activity. 

For example, hello wave is done with the left or 

right hand. Another challenging feature is that the 

activity sequences are registered from different 

views.  

The validation technique adopted for activity 

recognition was the leave-one-out cross-validation 

(LOOCV). The idea is to verify the capacity of 

generalization of the proposed classifier by using 

the strategy of learning from different persons and 

testing with an unseen person.  

Figure 8 shows the confusion matrix of activity 

recognition using voting process, which achieves 

accuracy of 97.1% (see Table2). 

 

 
Fig.8: Confusion Matrix of voting process 

 

From Table2, we can see that activity recognition 

accuracy of the fusion approach is much better than 

the base classifiers one. Therefore it has been used 

for the real time application. 

 

Table2: Comparison of fusion accuracy with base classifiers 

 
 
 
 
 
 
 

The experimental tests using the voting process 

approach for a real time application acquire 4 

seconds of RGBD sensor data for features 

extraction and classification. After that, a final 

decision is made for activity recognition and a robot 

reaction is performed.  

The proposed framework was capable of 

recognizing different interactive activity that 

happens sequentially in case of a person transit 

from one activity to another one. 

Figure 9 shows a scenario where a person attempts 

to interact with a service robot. 

a) First, the person salute the robot, ‘Hello’ action 

is recognized and the robot reacts with voice mode 

and says: ‘Hello, welcome to CDTA’. 

b) The person is calling the robot, and the activity is 

recognized as ‘Call’ and then the robot interacts 

with voice mode, and says: “Please wait, I am 

coming”, at the same time approaching the user. 

Activity Robot  reaction 

Hello Voice reaction : Hello welcome to CDTA 

 

Call 

Voice reaction : Please wait, I am coming 

Motion reaction: Approaching user and 

start interaction. 

 

Stop 

Voice reaction: ok, I will stop here. 

Motion: Stop moving. 

 

Pointing 

Voice reaction: Ok, I will go there. 

Motion reaction: Go to pointed position. 

 

Coming 

Voice reaction: How can I help you? 

Motion reaction: step back and prepare to 

begin interaction. 

 

Going 

Voice reaction: Good-bye, thank you for 

your visit. 

Motion: turn back and stop interaction  

Method Accuracy 

SVM 84% 

ANN 72.5% 

DTree 94% 

Fusion 97.1% 
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c) The user is pointing position; the activity is 

recognized as “pointing”, and the voice reaction of 

the robot is: “Ok, I will go there”, and the robot 

moves to the pointed position. 

d) The user decides to stop the robot; the activity is 

recognized as ‘Stop’, and the robot stops moving.  

e) The user decides to go away, the activity 

“Going” is recognized and the robot reacts with 

voice: “Good-bye, thank you for your visit”, and 

turns back and stops interaction. 

 
(a) 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

Fig.9: Human Robot Interaction scenario 

VI. CONCLUSION 

This work demonstrates progress towards a HRI 

system for a service robot, capable of understanding 

interactive human activities in real time.  

In the preprocessing step, we have proposed view 

invariant transformation applied to the data, 

captured by the Microsoft Kinect camera to grantee 

view invariant features. 

Three machine-learning algorithms which are 

SVM, Decision Tree, and ANN, have been used in 

this work and their classification results are 

compared. Based on those classifiers, a fusion 

approach has been proposed using voting process, 

and the experimentation shows that they are enough 

for obtaining good results. 

Our HRI system was able to correctly recognize the 

performed activity and it successfully reacts 

accordingly to the situations.  

However, the same activity may have different 

behavior interpretations depending on the context in 

which it is performed. More specifically, the time 

(when), the place (where), the intention (why), the 

manner (how). In the future, we will focus on the 

study of that additional contextual information, 
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which will improve the interactivity of our service 

robot.  
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Abstract—In this paper, the effect of different node placement
strategies on maximizing the lifetime of heterogeneous wireless
sensor network is investigated. Normal, exponential and uniform
node placement distributions are utilized. Stable election protocol
(SEP) is used to evaluate the performance of different node
location distributions in terms of stability and instability periods,
network lifetime and throughput. It was noticed that different
node distributions have almost the same stable and unstable
regions. It was also shown that normal distribution has a slightly
larger throughput compared to the uniform and exponential
distributions.

Index Terms—Wireless Sensors Networks (WSN); SEP; MLE;
Heterogeneous WSN

I. INTRODUCTION

Wireless Sensor Network (WSN) are network of small

battary-powered sensor nodes [1]. Typical sensor nodes are

deployed randomly and uniformly in a target field. The pur-

pose of sensor nodes is to sense the region in which they

were deployed in. Moreover, the sensed data is then processed

locally and transmitted to centralized processing node usually

called the sink or the base station (BS). Data communication is

one of the major functions done by a sensor node. Usually, data

communication consume a huge amount of energy compared

to other tasks done by a sensor node [2]. However, the design

of WSN communication protocols and applications has to

be energy-aware and efficient to extend the life span of the

network since the replacement of energy sources in these

nodes are hard once they deployed.

WSNs are used everywhere these days. They can be used

in agriculture, mines, homes, cities, commerce, military and

a variety of monitoring applications [3]. WSN nodes usually

are deployed in large-scale depending on the application of

interest [4].

Clustering algorithms are used intensively in routing data

to the sink node. The importance of clustering algorithms in

WSNs stems from the fact that they are energy efficient and

extending the lifetime of the network by load balancing energy

expenditure across all sensor nodes. The basic operation of

clustering protocols is to divide sensor nodes into clusters.

Every cluster consists of a number of member nodes (MN)

and a cluster head (CH). MNs send their data to the CH

and CH aggregates, compresses and transmit data to the BS

directly or through multi-hop approach [5]. The formation of

clusters and the election process of CH are done continuously

in protocol rounds. All nodes are becoming CHs in different

rounds to balance energies between them and to prevent quick

nodes death. An epoch is defined as the sequence of rounds

in which all network nodes become CHs. In this way, energy

expenditure is distributed equally among different epochs and

as a result network lifetime is prolonged. Low energy adaptive

clustering hierarchy (LEACH) [6] and stable election protocol

(SEP) [7] are typical examples of clustering algorithms.

Two types of WSNs are usually studied: Homogeneous

and heterogeneous. In homogeneous WSN (HO-WSN) sensor

nodes are identical in their structure, sensors, computation and

energy [8]. In heterogeneous WSN (HE-WSN) nodes have

different capabilities, structure, computation and energy [7].

In this paper heterogeneity is limited to the energy source. A

percentage of nodes (m) is supplied with more energy than

others. Nodes with more energy than others are referred to as

advanced nodes, other nodes are referred to as normal nodes.

In many research studies, nodes’ locations are distributed

uniformly in HO-WSN or HE-WSN [9], [10]. No location

is preferred than another. All locations in the network field

are likely to have a sensor node. In some network settings

nodes are distributed according to other distributions. This

mainly depends on the application of WSN, terrain of the

field and the required quality of service. In this paper, normal

and exponential node distributions a long with the uniform

distribution are used to study the impact of different node

distributions on energy expenditure, network lifetime of HE-

WSNs.

The rest of the paper is organized as the follows. Section II

overviews the related work. Section III describes models and

assumptions used in this study. Simulation settings and results

are provided in section IV. Finally, we conclude our research

in section V.

II. RELATED WORK

A number of research studies have been conducted regard-

ing node deployment strategies in WSN environment. The

authors in [11] studied maximization of WSN lifetime per unit

cost, this metric is defined as the WSN lifetime divided by the

number of network nodes. In [12] the authors formulate a non-

linear optimization problem in order to determine the optimal

nodes’ distributions for efficient energy utilization. The authors

in [13] showed that in hard-terrain areas the probabilistic
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distribution of nodes is better than the uniform distribution

in terms of WSN intruder detection, network lifetime and

stability of routing algorithms. In [14] the authors proved

analytically that normal distribution of sensor nodes improves

intruder detection probability for a target field. The authors

in [15] carried out a comparative simulation-based study for

node deployment strategies using uniform, normal and mixed

distributions. Their findings indicated that normal distribution

of nodes is better than the others in terms of average number

of hops, intrusion detection and the average number of control

bits. On the other hand mixed node distribution showed

better results in reducing end-to-end packet delay compared

to other distributions. In [16] the author showed that energy

efficient routing protocols for maximizing the lifetime of WSN

are improved utilizing node placement strategies following

Poisson, uniform, normal and Chi-squared distributions. In

[17] the authors studied the impact of different node distri-

butions on energy consumption in WSN. It was shown that

normal distribution outperforms uniform and expoential node

distribution in terms of energy consumption and throughput.

In this work the authors extend the work done in [17] by

applying different node distributions in HE-WSN settings.

III. WSN SETTINGS AND ASSUMPTIONS

The following models are assumed in this paper. The energy

model is the same one used in [9].

A. SEP: Heterogeneous-Aware Clustering Protocol

Stable election protocol (SEP) [7] is a well-known cluster-

ing algorithm used specifically for HE-WSN. Heterogeneity

in energy capabilities introduces the problem of speed death

of the network. The basic operation of the SEP protocol is

to utilize the heterogeneity in energy storage of sensor nodes

to prolong the lifetime of the WSN. In SEP sensor nodes are

divided into two categories: advanced and normal nodes. The

advanced nodes represents a fraction (m) of the total number

of nodes that are have more energy (α) than the other normal

nodes. If a normal node has a basic energy storage of Eo then

an advance node will have (1 + α)Eo. Then the total energy

in the HE-WSN is given by:

Enet = m ∗ n ∗ Eadvance + (1−m) ∗ n ∗ Enormal

= m ∗ n ∗ Eo ∗ (1 + α) + (1−m) ∗ n ∗ Eo

= n ∗ Eo ∗ (1 + α) (1)

SEP will utilize the advanced nodes as CHs more than the

normal nodes in the same extended epoch compared to an

epoch in HO-WSN. SEP will divide a protocol extended epoch

into h sub-epochs. Normal nodes are elected once in a protocol

extended epoch while advanced nodes are elected h times. In

this way, network energy expenditure is distributed efficiently

by the nodes and the network lifetime is extended.

B. Node Distributions Parameters Estimation

In this paper three different node distributions in a network

area are utilized, namely, uniform, normal and exponential.

The problem with distributions other than the uniform distri-

bution is the distribution’s parameters. Maximum likelihood

estimation (MLE) is used to solve this problem. Node’s

locations are generated by the uniform distribution since all

the information required by the distribution is provided, the

information include the number of nodes and the dimensions

of the network area. MLE will utilize the location information

of the nodes provided by the uniform distribution and estimate

the necessary parameters for other distributions. Table I shows

the necceasy parameters required by the normal and exponen-

tial distributions. Paper [17] provides a complete derivation

of these parameters. xi represents a random variable of node

TABLE I: Estimated Distribution parameters

Distribution Parameter 1 Parameter 2

Normal µ̂ = x̄ = 1

n

∑n
i=1

xi σ̂2 = 1

n

∑n
i=1

(xi − x̄)2

Expoenential λ̂ = n∑
n

i=1
xi

−

position.

C. Node Energy Communication Model

The main energy source of a sensor node is the battery. A

node with more energy will live more compared to a node

with less energy. HE-WSN lifetime will depend mostly on the

nodes’ energies and communication protocol used. A typical

first order energy model used in HE-WSN is provided by Fig.

1 [17].

d

Transmit 

Electronics

Tx 

Amplifier

k-bit 

packet

ETx-elec(k ) ETx-amp(k,d )

ETx(k,d )

ERx(k )

Receive 

Electronics

k-bit 

packet

ERx-elec(k )

Fig. 1: Node communication model [17]

Energy expended by the transmitter to processes and sens

k-bit packet is given by:

ETX(k, d) = ETX−elec(k) + ETX−amp(k, d) (2)

ETX−elec(k) = k ∗ Eelec (3)
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ETX−amp(k, d) =

{

kǫfsd
2, if d < d0

kǫmpd
4, if d ≥ d0

(4)

where, Eelec is the amount of energy consumed by RF

circuit in joules/bit for operating the receiver or transmitter

circuits. ǫfs and ǫmp represent the free space and multiple path

amplification models. d0 represents the threshold distance by

which a node can swap between the free space and multile path

models. d0 is computed using the formula d0 =
√

ǫfs/ǫmp

[6].

On receiving a k-bit packet, a node will expend:

ERX(k) = ERX−elec(k)

= k ∗ Eelec (5)

Local computation of s signals in a CH with k-bit length

will consume:

EDA−tot = s ∗ k ∗ EDA (6)

where EDA represents the energy dissipated by aggregating

one bit per signal.

IV. PERFORMANCE EVALUATION

In this section the performance measure metrics will be

explained, then network settings and simulation results are

analysed.

A. Performance Metrics

In this section the metrics used to evaluate the performance

of HE-WSN with different node distributions are defined.

These metrics are also used in [7].

• Stability and Instability Periods: Stability period or re-

gion represents the time interval until the death of the

first node, while the instability period (unstable region)

represents the time interval from the death of the first

node to the death of the last node.

• Network lifetime: represents the time interval from the

start operation of the WSN to the death of the last node.

• Network throughput: represents the total data rate reached

the BS from the CHs.

B. Simulation Settings

Clustered HE-WSN is simulated in a region with dimen-

sions 100m × 100m. Nodes are distributed according to

three distributions, uniform, normal and exponential. The total

number of nodes is 100. Nodes come into two flavors, normal

and advanced. Uniform node placement strategy is used to

estimate other distribution parameters utilizing MLE technique

shown above. Table II shows the parameter settings used in

the simulation.

TABLE II: Network parameters settings

Parameter Value

Node energy 0.5 J

Eelec 50 nJ/bit

EDA 5 pJ/bit

ǫfs 10 pJ/bit/m2

ǫmp 0.0013 pJ/bit/m4

k 4000 Bits

Number of nodes (N) 100

% of cluster heads (P) 0.05

Rounds 8k and 10k

C. Simulation Results

3 shows the number of alive nodes in LEACH based

scenario for two cases. The first case is the plain case in

which m = 0 and α = 0, the second case is when m = 0.2
and α = 3. It is known that LEACH protocol is used in HO-

WSN and it is heterogeneous-oblivious protocol. In the first

case, node distributions has no great effect on the stability

region as the time it took for the first node to die (FND) is

almost the same. In the second case LEACH takes advantage

of the presence of advanced nodes as the FND for all node

distributions increased significantly (longer stable region). The

network lifetime (NLT) is also increased as the round of the

last node to die (LND) is also increased.

Fig. 2: No. of alive nodes using LEACH protocol

Figure 3 shows a comparison of SEP protocol for different

node distributions. The simulation is done for two scenarios.

In the first scenario the heterogeneity factors are m = 0.2 and

α = 1. In the second scenario the heterogeneity factors are

m = 0.2 and α = 3. It is noticed that the node distributions

have small effect in extending the stability region of the

HE-WSN. Uniform node distribution has the longest stable

region compared to the other distributions. In the second

scenario more energy is pumped into the advanced nodes,

and as a result the stability region has increased for all node

distributions with advantage of the uniform node distribution.
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Fig. 3: No. of alive nodes using SEP protocol

Figure 4 compare the performance of SEP to: LEACH with

the same heterogeneity factors m and α and LEACH where

the extra energy of the advanced nodes is distributed uniformly

over all WSN nodes, in this case it is refereed to as FAIR

protocol. In all cases of different node distributions SEP take

full advantage of the extra advanced nodes energies. The stable

region in uniform and normal cases have increased by 25% and

the exponential case by 30% compared to the LEACH with

the same heterogeneity factors. The unstable region in SEP is

shorter compared to the LEACH for all node distributions.

Figure 5 shows the network throughput received by the BS

over the course of the network lifetime. It can be seen clearly

that the SEP protocol throughput is significantly larger than

LEACH in all cases of different node distributions as shown

in sub-figures 5(a-c). This is because SEP will guarantee more

CHs in more rounds compared to the LEACH protocol. This

implies more data reports will be send to the BS. In sub-

figure 5d the network throughput for different node distribution

using SEP protocol is shown. It can be seen obviously that

the normal distribution has the largest throughput over the

course of the network lifetime. The reason for that is the

distances of the nodes (normal and advanced) to the BS is

smaller compared to the other distributions, which mean less

energy is expended in data transmissions compared to the other

distributions. The other reason is that in normal distribution

CHs are always there during the rounds of the protocols which

implies data packets are always reported to the BS compared

to the other distributions.

V. CONCLUSION

In this paper we studied the impact of different node distri-

butions on the lifetime of heterogeneous WSN. Three different

node distributions are utilized namely, uniform, normal and

exponential. The parameters of the normal and exponential

distributions are computed using the maximum likelihood

estimation principle. SEP and LEACH protocols are utilized

(a) Alive nodes per round - uniform dist.

(b) Alive nodes per round - normal dist.

(c) Alive nodes per round - exponential dist.

Fig. 4: Different Node distributions
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(a) Throughput - uniform dist. (b) Throughput - normal dist.

(c) Throughput - exponential dist. (d) Throughput - All distributions.

Fig. 5: Network throughput

in this study. SEP protocol is used in HE-WSN while LEACH

protocol is used mainly in HO-WSN. Stability and instability

periods a long with the network lifetime are utilized as metrics

for evaluating the performance of SEP and LEACH in HE-

WSN. It was noticed that node distributions have small effect

of the stability regions of heterogeneous-aware (SEP) protocol

and heterogeneous-oblivious (LEACH) protocol. In all cases of

different node distributions SEP protocol outperforms LEACH

with the same heterogeneity factors in stability region and

unstable region metrics. In throughput analysis normal distri-

bution shows slightly greater data rate compared to the uniform

and exponential distributions.
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Abstract Fractional order dynamic model could model various 

real materials more adequately than integer order ones and 

provide a more adequate description of many actual dynamical 

processes. Fractional order controller is naturally suitable for 

these fractional order models. In this paper, a new strategy for 

digital control and parameters identification of robust fractional 

order controllers applied to a class of fractional order system 

models is presented. The proposed strategy is based on fractional 

reference model. The model consists on an ideal closed-loop 

system whose open-loop is given by 

function with the suitable parameters. This technique suggests an 

online parameters tuning of fractional order PI D  controller 

(FPID) using the Fictitious Reference Iterative Tuning method 

(FRIT). After having set the optimal non-integer orders , 

the gains of the FPID are then estimated in a recursive manner 

using the so-called Recursive Least Squares (RLS) algorithm with 

forgetting factor, which can cope with variation of plant 

characteristics adaptively.  

Better performance using fractional order PI D  controllers can 

be achieved and is demonstrated through an example with a 

comparison to the classical integer order PID controllers for 

controlling fractional order systems (FOS). 

Keywords fractional order system; fractional order PID 

control; fictitious reference iterative tuning; recursive least square 

algorithm; online tuning; fractional reference model; Bod

loop. 

I. INTRODUCTION 

 Most theoretical control system design methods are based 
on mathematical models. However, it is often difficult to 
collect input-output data for the identification of a controlled 
plant that has already been set up and is in full operation. 
Therefore direct approaches based on input-output 
measurements with no need for help from a plant model have 
attracted attention from several researchers.  

Among the direct controller parameter tuning methods, 
fictitious reference iterative tuning (FRIT) proposed in [1] 
which is performed on input and output data obtained from 
only a one-shot experiment. FRIT based PID control (FRIT-
PID) can be considered as a free model control approach, it has 
received much attention recently as a practical and useful 
method, and its extended methods have been studied in [2]; [3]; 
[4]. Therefore, this method can be implemented online where 
the controller parameters have to be updated periodically [3]; 
[5]. 

Given the large number of discoveries on the fractal 
dimensions of nature and science/technology fields, fractional 
calculus and its corresponding applications have attracted 

considerable research interest, and many excellent results have 
been obtained in many scientific areas of physics and 
engineering [6]; [7]; [8]; [9]. Fractional (or non integer order) 
systems are considered as a generalization of integer order 
systems [10], [11]. The advantages of fractional form become 
apparent in modeling mechanical and electrical properties of 
real devices as well as in the theory of dynamical systems. 
Sometimes, mathematical modeling of processes and physical 
phenomena leads to differential equations of fractional orders 
and so fractional order calculus is more necessary and accurate 
than the integer order calculus to describe or explain their real 
dynamic behavior. 

For example, Reyes-Melo et al. [8] indicated that the dielectric 
relaxation phenomena in polymeric materials can be clearly  
described by using a fractional order model. Meral et al. [13] 
confirmed that the essential properties of viscoelastic materials 
can be precisely reflected by using a fractional order model.  
Le Méhauté and Crepy [37] have proposed a concept of a 
fractance a new electrical circuit element, which has 
intermediate properties between resistance and capacitance.    
Recent research on the modeling of real inductors and 
capacitors shows that the nature of these two circuit elements 
are fractional orders and that these elements should be modeled 
by using fractional calculus [38]; [9]. Furthermore, Boulgameh 
et al [39] have validated experimentally the dynamical 
fractional order model of PN junction diode based small signal 
equivalent circuits. 

The interest of these fractional order operators has been 
motivated by their good performances obtained in system 
identification and control theory; from where their introduction 
in the synthesis of PID control systems has allowed having 
some remarkable results in term of robustness quality 
compared with the conventional PID controller. 

 Oustaloup in his book [27] has developed a new strategy of 
control named CRONE, which is the acronym in French of        
µ&RPPDQGH�5REXVWH�G¶2UGUH�1RQ�(QWLHU¶, i.e., robust control 
of non integer order or robust control of fractional order. He 
has applied it in various fields of systems control [30]. More 
recently, Podlubny [12] has proposed a generalization of the 
PID controller, namely the fractional order controller PIĮDȕ, 
LQYROYLQJ� QRQ� LQWHJHU� DFWLRQV� Į� DQG� ȕ� RI� LQWHJUDWLRQ� DQG�
derivation respectively. 

 Several methods have been proposed for the synthesis and 
the control design PID. These strategies are known as reference 
model tuning and consist to obtain a control guaranteeing that 
the transfer function of the controlled system, with unit 
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feedback is equivalent to Bode¶V�LGHDO�transfer function. Using 
D� FORVHG� ORRS� V\VWHP� ZLWK� %RGH¶V� ideal transfer function as 
reference model makes closed loop controlled system robust to 
gain variations and step responses exhibiting an iso-damping 
property [28]; [31]; [32]. Furthermore, it was proved in many 
works, e.g. [29]; [33]; [34]; [35], the ability to design the 
fractional controlled system using %RGH¶V� ideal transfer 
function as a fractional reference model. 

In order to demonstrate the necessity of a fractional order 
controller PIĮDȕ for a more efficient control of fractional order 
systems, we propose in this paper, an extension of the standard 
FRIT-PID to fractional order control using fractional order 
controller PIĮDȕ, XVLQJ�WKH�%RGH¶V�ideal loop, denoted (BIL), of 
the FRIT-PID approach as a fractional reference model, thinks 
to its advantageous features cited above, instead of integer 
order model. So, in this context, we have designed a FRIT 
approach with a fractional order system (FS) - fractional order 
reference model (BIL) and fractional order control.  

The parameters tuning of the PIĮDȕ is achieved online using 
the so-called recursive least squares (RLS) algorithm with 
forgetting factor [14], the numerical evaluation of the fractional 
operators is carried out using the DAFI filter proposed in 
[15].The suggested approach, denoted FRIT-FPID, will be 
compared with the FRIT-PID method proposed in [16] of 
course with BIL as a fractional reference model. 

This paper is divided in five parts. The first one presents some 
mathematical materials used to approximate and simulate 
fractional order systems. The second part is devoted to the 
presentation of %RGH¶V� LGHDO� WUDQVIHU� IXQFWLRQ� ZKLFK� ZLOO� EH�
proposed as a fractional reference model with the suitable 
parameters. Part three presents the FRIT-PID method. In the 
fourth part, an online tuning of controller parameters via RLS 
algorithm is presented. Part five, establishes the proposed 
FRIT-FPID approach and its online implementation using 
DAFI filter and RLS algorithm with forgetting factor. An 
example is provided to demonstrate the necessity of such 
controllers for the more efficient control of fractional order 
systems. Finally, we draw the main conclusions and address 
perspectives towards future developments. 

 

II. FRACTIONAL CALCULUS AND FRACTIONAL 

                        ORDER DYNAMIC SYSTEMS 

The idea of fractional calculus has been known since the 
development of the regular (integer-order) calculus, with the 
first reference probably being associated with Leibniz and 
/¶+ôpital in 1695 where half-order derivative was mentioned 
[40]. 

A. Definitions 

Fractional calculus is a generalization of integration and 

differentiation to fractional order operator denoted by , 
where  is related to the initial conditions and (  ) is the 
operation order. They are represented by the following 
irrational transfer function: 

 =
Y (s)

Y(s)
=

1
                                 (1)             

wheUH�V� �MZ�LV�WKH�FRPSOH[�IUHTXHQF\�DQG�Į� . 

There are several definitions of fractional integration and 
differentiation [41]. A commonly used definition is the 
Riemann-Liouville (RL) given by [24]: 

           =
1

ī( )

( )

( )1 ( )
                    (2) 

where  is an integer number, 1 < <   and  (·) is 
the well-NQRZQ�(XOHU¶V�JDPPD�IXQFWLRQ� 

An alternative definition, based on the concept of fractional 
differentiation, is the Grünwald-Letnikov (GL) definition given 
by: 

y t = limh 0  
1

1
Į( )/

=0       (3)    

where [·] denotes the integer part and  is the sampling time. 
The Laplace transform of the fractional operator, under zero 
initial conditions for real order  is given by [41]: 

                   y(t) = ( )                                        (4) 
 

B. Fractional order system and their simulation 

Fractional order system is a dynamical system that can be 
modeled by fractional differential equation using Fractional 
order differentiator [42]. A major difficulty with fractional 
models is its time-domain simulation. Often, the analytical 
solution of fractional differential equation is not simple to 
compute. During the last 20 years, many methods are 
developed in order to approximate and simulate this type of 
irrational models. Two types of methods can be considered. 
The first ones, also called indirect methods, are based on the 
simulation of the continuous fractional model with the help of a 
specific operator or representation [17]; [18]; [19]; [20]; [21], 
[22]. In [23] an approximation of fractional order operators by 
rational functions is presented; the differentiator or integrator is 
approximated in a given frequency band [ , ] by a rational 
function using a set of elementary first order cells. 

The second ones, called direct methods, are based on 
numerical approximation of the fractional order operator. The 
most commonly used is that directly related to GL definition 
given by:  

            
 1

1
Į

=0             (5)            

where N is a limited number of terms, fixed according to the 
short memory principle [25].  

Grünwald-Letnikov approximation is very simple to use. 
However, the simulation requires, for each step, the 
computation of sums of increasing dimension with time. This 
makes real-time simulation hard to achieve and amplify greatly 
noise present in the data. This is a real constraint when this 
approximation is used for model identification and parameter 
estimation.  To cope with this problem, a new technique for 
numerical simulation of fractional order systems in a given 
frequency band of interest [ L, H] is proposed in [15] using 
the so called Digital Adjustable Fractional Integrator (DAFI). 
Fig. 1 presents the block diagram of this filter used for 
numerical simulation of fractional operators given in equation 
(1). 

where  , (i=1,2,..,N), are given by: 

= 10 (0.2 0.1)
1 100.4 ( )1

=0

1 100.4 ( )1
=0,

          (6) 

such that ,  and  represent the approximation error 
and the filter dimension respectively. 
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Fig. 1. Digital adjustable fractional order integrator (DAFI) 

 

                   = 0 + 1                        (7) 

          0 = 10 20 ,  = 10 10 1                   (8)  

where 

 . The output   is then given by: 

= (=0 ) ( )                              (9) 

and 

   = 1 + 1 ( 1)              (10) 

                               =
1

0.5
                                  (11) 

  where T is the sampling time.     

 
III. B2'(¶6 IDEAL TRANSFER FUNCTION AS A 

REFERENCE MODEL 

 In 1945, H.W. Bode has presented in his book a design of 
feedback amplifiers [36]. He has proposed an ideal shape of the 
open loop transfer function of the form:   

= ,     1 < < 2                        (12) 

 
   where  

  is the gain crossover frequency, that is = 1.  
 

The open-loop Bode diagrams Fig. 2 have an amplitude slope 
of 20  dB/dec and a constant phase of /2 rad. 
Therefore, the closed-loop system Fig.3 has a constant phase 
margin of = (1 /2) , that is independent of the 
system gain  = . This makes closed-loop systems robust 
to gain variations and, therefore, the closed loop system with a 
unit feedback may be used as a typical reference model in 
order to synthesize robust control systems. 
 

 
Fig. 2. Bode diagrams of amplitude and phase of ( ) for 1 <   <  2. 

 
 

 
 

Fig. 3. Fractional-RUGHU�FRQWURO�V\VWHP�ZLWK�%RGH¶V�LGHDO�WUDQVIHU� 
function  ( ). 

 

The desired specifications of the step response of the reference 
system can be achieved using the appropriate values of the 
parameters ฀and u  [28].  

IV. THE FRIT METHOD 

Consider the unity-feedback control system shown in Fig. 4, 
where the process is a stable or unstable. In the figure, ,  
is the controller, and  denotes a parameter vector to be tuned 
in the controller.  Also, , , , and =   denote the 
control input, output, reference signal, and error signal, 
respectively. 

 

 

Fig. 4 The unity-feedback control system. 

Let us consider the case where the feedback controller ,  
is a fractional order PID (FPID) linearly parameterized in terms 
of adjustable control parameters vector . That is,  ,  can 
be expressed as: 

, = ( )    (13) 

where 

= , ,                                      (14) 

is the controller parameters and  

        = 1,  1,                                  (15) 

is the PID controller operators.                                                      

 

  Process ,  
( )   

y(k) 
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FRIT is a direct control parameter tuning method using one-
shot experimental input-output data with no need for help from 
a plant model. FRIT searches PID control parameters so that 
the plant output follows the reference model output, which 
specifies an ideal response for the reference signal. However, if 
an inappropriate reference model is selected, FRIT might 
possibly derive improper control parameters [26]. 

The tuning method minimizes the following performance 
index [3]: 

= 2
=1                                (16) 

where 

                       =                  (17)         

= 1                     (18) 

                         =      (19) 

where  is the reference model.  

The minimization problem of  ( ) is regarded as a least-
squares problem because ( ) is linear with respect to . 

 

V. ONLINE TUNING VIA RECURSIVE LEAST-

SQUARES METHOD 

In [3], a normalized recursive least square method for the 
adaptive adjusting law for the model reference adaptive control 
based on an online FRIT approach is proposed. The 
boundedness of all signals in the closed loop system as well as 
asymptotically tracking the reference model output was proved. 

     Although this tuning procedure is carried out online, the 
controller parameters can be abruptly updated at a definite 
period of time, so that the control performance may be 
deteriorated. Moreover, the computational complexity of 
solving the normal equation is relatively large. 

     To resolve these problems, the authors in [16] utilize the so 
called RLS method with forgetting factor [14] and propose a 
filtering rule for reducing the variations of controller 
parameters. 

The RLS algorithm with a forgetting factor   , (0 < < 1), is 
then given by: 

= 1 + 1       (20)                           

= 1  1         (21)                                          

= 1 +  1     (22)  

where 0  is the initial controller parameter and 0  is the 
initial correlation matrix usually set to be: 

0 = , 

where > 0 is a large constant for high signal to- noise ratio. 

The filtering rule of the implemented controller parameters is 
given by: 

                  ( ) = (1 ) ( 1) +  ( 1)           (23) 

where  is a sufficiently small positive constant.  

                                    

VI. THE PROPOSED ONLINE FRACTIONAL ORDER 

CONTROLLER PARAMETER TUNING ALGORITHM 

USING THE B2'(¶6�IDEAL TRANSFER FUNCTION 

In this section a generalization of the FRIT method to 
fractional order is proposed. The classical controller PID is 
generalized to a fractional PID denoted FPID in order to 
control the fractional order system. The proposed method, 
denoted FRIT-FPID serves to tune the FPID parameters using 
BRGH¶V�LGHDO�ORRS BIL as a fractional reference model.  

The proposed tuning strategy starts by the determination of 
the parameter  of %RGH¶V� RSHQ� ORRS� WUDQVIHU� IXQFWLRQ�
according to the desired control performances such that the 
phase margin  and the unity gain frequency  in a given 
frequency band [ , ] around . The suggested approach is 
implemented online using DAFI filter and RLS algorithm with 
forgetting factor. The transfer function of the fractional order 
controller can be given as [12]: 

            = +
1

+  ,      ,                  (24) 

where ,  and  are the proportional, integral and 

derivative gains, respectively, and  and  are the fractional 
integrator and fractional derivator respectively. 

The regressive form of the fractional order controller can be 
given by:  

   , =                           (25)   

where                    = , ,                             (26)  

        = 1,
1

,                       (27)  

             

 

Fig. 5. Block diagram of online Fractional control system tuning 

 

Fig. 6. Block diagram of RLS algorithm 

Fig. 5, shows the block diagram of the online fractional control 
system tuning. Moreover, a more detailed mechanism of the 
RLS algorithm is illustrated in Fig. 6. 

        The design of the fractional order integrator  and the 
fractional differentiator   of the FPID controller has started by 
using offline experiments. We first running the tuning 
algorithm in a limited time interval 0,  , with a given 
arbitrary initial parameters  0(0), 0 and 0, where 
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 0 < 0, 0 < 1. In the next step, we running the algorithm for 
several chosen values  and , 0 < , < 1, where the 
initial vector parameters (0) of the i-th experiment is the 
final tuned parameters 1  of the previous one. The 
optimal values of  and  are then given by: 

  ( , )op = argmin
0< , <1

( )
2

=1              (28) 

where  is the controlled system output and ( ) is the 

model output. Controller parameters tuning, with the designed 
optimal orders ( , )op  , can then be performed online to cope 

with variation of plant characteristics and disturbances 
adaptively. 

VII. ILLUSTRATIVE EXAMPLE 

In this section we give an example showing the usefulness 
of the proposed method FRIT-FPID in comparison with the 
conventional method FRIT-PID, applied to a fractional order 
system which plays the role of «reality», and its integer order 
approximation which plays the role of «model».  
 

A. Fractional Order Controlled System 

          We consider the unity feedback control fractional-order 

system (Fig. 4), which plays the role of ³reality´ given by [43] 
as: 

 =
1

2 2 + 1 1 + 0
                       (29) 

Where we take 2 =0.8, 1 = 0.5, 0 = 1,  2 = 2.2, 1 = 0.9. 
 
with the following specifications: 

Phase margin = 35°; 
��The settling time Ts = 1.1 s, corresponding to the unity gain 

crossover frequency of  = 10 / . 
The open loop BoGH¶V�LGHDO�WUDQVIHU�IXQFWLRQ�assuring these 

specifications in a frequency range [  ,  ] = [0.1  , 10 ] 
= [1 rad/s, 100 rad/s] around  , must be chosen as: 
 

               =
1

( )
=

1

( 10)
1.61                      (30)                                      

The reference signal r(k) is given by a unit step with an 
amplitude of 1.  
According to the desired output = .  
The sampling time is chosen to be 0.01. We apply the RLS 
algorithm and set the initial controller Parameters as: 

0 = 1,40,55 , we set the parameters in the algorithm as:  
= 102 , = 10 2 and  = 1 5. 10 5.  

Fig. 7, 8 and 9 show the gains evolution and the output 
responses using FRIT-PID and the proposed FRIT-FPID 
methods. We can clearly see that the tuned PID and FPID 
parameters converge to the optimal values rapidly in both 
methods and the best tracking performances is achieved using 
the proposed FRIT-FPID method. 

         Fig. 9 shows that the fractional order controlled system 
has well followed the fractional order reference model (BIL) 
using the proposed FRIT-FPID method, contrary to the 
response using the classical FRIT-PID method, where 
fractional order controlled system cannot follow the (BIL). 

         The fractional order system stabilizes rapid at = 1,5  
and has a limited surplus oscillations comparatively to results 
obtained in [43], where the fractional order system has 
stabilized at 5 . 

 
          

 

Fig. 7. Evolution of PID parameters.  

 
Fig. 8. Evolution of FPID parameters.  

         
   Fig. 9. Output using the conventional FRIT-PID method and the proposed 

FRIT-FPID method ( = 0.9, = 0.9). 
  

The best results obtained by the proposed method can be 
justified by the flexibility of the fractional PI D  controller that 
has two more degrees of freedom  and  than the classical 
one. This last has a fixed structure which limits the overall 
possible loop shapes of the fractional reference model.  
The classical PID controller is shown to be not so suitable for 
the control of the fractional order system. 
 

B. Integer Order Approximation 

For the comparison purpose, let us approximate the 
considered fractional-order system by a second-order system. 
(Noticing that  2 = 2.2,  1 = 0.9 are close to 2 and 1 
respectively).  
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Fig. 10 and 11 show the gains evolution and the output 
response using FRIT-PID for controlling the integer order 
system (IS). 

 

         Fig. 10. Evolution of PID parameters (for an integer order system: IS).  

 

Fig. 11. Output using FRIT-PID method (IS IC.FM) 

       ,W¶V� FOHDU� IURP� )LJ�� �1 that the integer order controlled 
system converges to the reference signal, but it cannot follow 
the fractional reference model (BIL). We explain this by the 
fixed structure of the classical PID controller which limits the 
overall possible loop shapes of the fractional reference model.  

 
Fig. 12. Comparison of the unit-step response of the closed-loop (FS) and (IS) 

using the conventional FRIT-PID and the proposed FRIT-FPID methods. 

          Fig. 12 gives a comparison of the unit-step response of 
the closed loop with the fractional-order system controlled by 
fractional order PI D  controller, the unit-step response of the 
closed loop with the same fractional-order system controlled by 
the integer-order PID controller and the closed loop with the 
integer order system controlled by a classical order PID 
controller. 

           The comparison shows that for satisfactory feedback 
control of the fractional order system using BIL as a 
fractional reference model it is recommended to use a 
controller of the similar nature; i.e., a fractional order PI D  
controller instead of a classical PID controller.  

          In order to evaluate the robustness of the proposed 
method in the case of fractional order system, which plays the 
role of «reality» compared with the integer order 
approximation, which plays the role of « model », we perform 
the following tests: 

A. Abrupt Plant parametric variation test: 

Consider the case where the gain of the fractional order plant is 
abruptly increased with 5% at t=2 s, i.e., the plant is 1,05*  

after 2 s.  
Fig. 13 shows the output obtained by the proposed FRIT-FPID 
approach.  

 

Fig. 13. Response of the fractional order system response in the case of 
parametric variation using the proposed FRIT-FPID, ( = 0.9, = 0.9) 

 

After the fractional order plant parametric variation at time 2 s, 
the fractional order control system has well established this 
change. These results can be explained by the advantage of 
introducing the BIL as a fractional reference model, because it 
makes the fractional order system  robust to gain variations. 

B. Output test with a reference noise: 

We provide white noise with zero mean and standard deviation 
of 10 2 as reference disturbance. The output result using the 
proposed method is shown in Fig. 14.  

 

Fig. 14. Response with reference noise using FRIT-FPID method  

( = 0.9, = 0.9)  
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It is clear from the Fig. 14 that the output using the proposed 
FRIT-FPID method is less affected by the noise. This is due to 
the introduction of an online fractional PI D  controller, that 
has two more degrees of freedom Į� DQG� ȕ� than the classical 
one, which give a better flexibility to the control system to 
behave with this kind of disturbance. 

 
Both tests show that the proposed FRIT-FPID technique is 

robust against fractional order plant parameters variation and 
measurement noise.  

VIII.    CONCLUSION 

In this paper, we have provided a new and powerful design 
of the fractional order PID controller for the control of the 
fractional order systems, which play the role of reality. The 
proposed concept aims to tune the fractional order PID 
controller online using DAFI filter and RLS algorithm with 
forgetting factor.  

The basic idea of the proposed technique, denoted FRIT-
FPID, consists of the combination between the classical FRIT 
considered as a free model control approach, and a fractional 
order controller PI D . The proposed approach uses %RGH¶V�
ideal control loop (BIL) as a fractional reference model. The 
desired response of the fractional order plant can be achieved 
by choosing an appropriate reference model with suitable 
parameters  and .  

The simulation results show that the proposed concept 
FRIT-FPID is a suitable way for the control of the fractional 
order systems.  

With the proposed methodology we get closed loop 
fractional order system robust to gain variations and 
measurement noise. 

The FRIT-FPID method is especially oriented to practical 
implementation thanks to online parameters tuning of 
fractional order controller using RLS and the DAFI filter as a 
powerful tool for numerical simulation of fractional operators. 

Future research direction is to investigate the effectiveness 
of the proposed technique by carrying out its practical 
implementation. 
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Abstract  This paper gives an investigation of tuning parameters 

selection in predictive functional control (PFC). PFC is a kind of 

model predictive control (MPC). With the algorithm based on a 

single coincidence horizon, it has low calculation time compared to 

other model predictive control types. In addition, it differs from 

classical control methods in terms of physical parameters. It is a 

very advantageous method due to its ability to handle large dead 

times, constraints. It has implicit integral effect so it has not 

disadvantage of integral wind-up as in PID and the steady state 

error is zero. So, predictive functional control has a very 

significant penetration into markets where classical methods 

predominate. 

PFC is a method that has advantages as well as disadvantages. One 

of these disadvantages is that the choice of coincidence horizon is 

determined by trial and error. Therefore, the choice of the 

coincidence horizon is examined for first order systems and higher 

order systems in this study. Another tuning parameter of the PFC 

is the desired pole. This choice is intuitive. A desired pole is chosen 

according to the target trajectory.  

Keywords  Prediction, model predictive control, predictive 

functional control, tuning 

I. INTRODUCTION 

The principles of PFC were established by J. Richalet in 1968, 
and the first applications were made in 1970s. Today, PFC is a 
widely used method in the industry [1]. 

MPC is widely used in the industry because it can work 
without expert intervention for a long time. PFC is an MPC type 
characterized by a very simple calculation algorithm and 
excellent control performance. It has a simpler algorithm than 
other MPC types. Thus, PFC is cheap to implement. The 
simplicity of the PFC with a constant reference signal comes 
from the assumption that the control signal is constant during 
the control horizon and that the output is optimized only at a 
single point in the future. Thus, PFC does not require numerical 
minimization or matrix inversion. 

After the introduction, the rest of the paper is organized as 
follows. Section 2 introduces model-based prediction and how 
to formulate prediction equations. Section 3 is the PFC section. 
In this section, basic concepts and mathematical definition of 
PFC are mentioned. Control law formulation is found for first 
order and higher order systems. Section 4 describes how the 
tuning parameters are chosen for first order and higher order 
systems. As a result, the paper is concluded in section 5.  

II. MODEL BASED PREDICTIVE CONTROL 

A classical controller observes only the current process 
variables and remembers the past variables, while the predictive 
controller also observes future process variables. Therefore, it 
is very logical to use the predictions of the output in determining 
a control strategy [2]. 

In the model-based prediction, the predictions of the output 
are obtained through the model [1]. The independent model is 
used in PFC as shown in Fig. 1. 

 
Fig. 1 Independent model 

The following steps are followed to write the prediction 
equations of the output of a system [3], [4]. 
Step 1: Firstly, a system is considered as like (1). 

                           (1) 

Step 2: Equation (1) becomes as like (2) with cross-
multiplication: 

                           (2) 

Step 3: Unbiased prediction can be ensured by using (3). 

Step 4: Prediction equations are created from 1 to coincidence 
horizon . 

 

 

 

 

 (3) 
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(4) 

Step 6: So, output prediction  is expressed as in (6). 

As an important note, future inputs are considered constant in 
PFC as shown in (7). 

             (7) 

PFC has low computational time than other MPC types because 
PFC uses only .line of these matrices. 

III. PREDICTIVE FUNCTIONAL CONTROL 

In this section, firstly, the basic concepts of PFC and its 
mathematical definition are mentioned. From this mathematical 
definition, the control law for a first order system is found. Then 
the PFC control law for higher order systems is found. 

A. Basic Concepts of PFC 

There are 3 basic concepts in PFC. These are [5]: 
 

 
 

1)  Target Trajectory: Richalet recommended a reference 
trajectory that approaches the reference with a first order 
exponential function [2]. The reference trajectory in the 

domain s is given in (8) and in the domain z in (9) where r is 
set-point.  

                                    (8) 

                            (9) 

The target trajectory is determined by the discrete pole . As 
shown in (10) and (11), the discrete pole can be determined by 
reference time constant  or settling time  where  is 
sampling time. 

    (10) 

 (11) 

2)  Coincidence Horizon:  The control aim is to reach the 
reference trajectory after  step. The minimum value of the 
coincidence horizon is 1. Coincidence horizon has positive 
integer values [3]. 

The target trajectory ) and coincidence 
horizon ( are the tuning parameters of the PFC. 

3)  Basis Functions:  The vector of future is not 
established directly. Instead, the projection  of is 
determined onto a finite set of basic functions [1]. 

          (12) 

In PFC, the reference can be step, ramp or parabola. The 
shape of the reference determines the number of coincidence 
horizons. For the step reference, there is one unknown variable 
as in (13). Therefore, there is only one coincidence horizon. 

                       (13) 

For ramp reference there is two unknown variable as in (14). 
Therefore, two prediction equations and two coincidence 
horizon are used. 

 (14) 

For parabola reference there is three unknown variable as in 
(15). Therefore, three prediction equations and three 
coincidence horizon are used. 

 (15) 

In this study, there is only one coincidence horizon because the 
reference is considered as step.  

B. Mathematical Definition of PFC  

The basic philosophy is based on the coincidence of the 
reference trajectory and the process output at the . At this 
point, the desired change in the reference trajectory is 
equal to the desired change in the process output . 
Furthermore, PFC assumes that the predicted change of the 
model  is equal to the change of process. 

As a result, the desired change in the process output is 
calculated from the desired change in the reference trajectory 

Step 5: If the prediction equations are written in vector matrix 
form, then equation (5) is obtained. 

 

(5) 

 

 
 
 

(6)
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and the predicted change of the model output [2]. Equations (16) 
and (17) are obtained from these assumptions. 

 (16) 

 (17) 

Fig. 2 shows the PFC strategy. From Fig. 2, equations (18)-
(22) are written. 

 (18) 

 (19) 

 (20) 

 (21) 

 (22) 

 
Fig. 2 PFC strategy 

It is assumed that the difference between the set-point and the 

changing the reference trajectory. This assumption is shown in 
(23). 

             (23) 

By substituting (21) and (23) in (22), the reference trajectory 
change is obtained as in (24). 

                                      (24) 

Mathematical definition is found by equating (20) and (24).  

         (25) 

C. PFC for first order systems 

From section II,  step ahead prediction equation for a first 
order system (26) can be easily, directly written (27). 

                                                     (26) 

         (27) 

If the prediction equation (27) is written instead of 
(25), formulation of control law is obtained as in (28) [5].  

                      (28) 

If the coefficients in (28) are called  and , the 
formulation of control law is written as in (29). 

                                     (29) 

D. PFC for higher order systems 

It is possible to find a control law for higher order systems 
by using prediction equation in section II. In the mathematical 
definition of PFC, the prediction equation is written instead of 

) [5]. 
Since PFC selects a single coincidence horizon for step 

references, only the coincidence horizon line is considered from 
the vector matrix format in (6). In this case, the prediction 
equation of ) is written as in (30) . , ,  is . 

line of  matrices. 

 (30) 

Because of the assumption that future inputs is constant (7), the 
sum of the elements of  is needed as in (31). 

 (31) 

As a result, the prediction equation in (30) is substituting in 
mathematical definition, and the control law is found as in (32).  

 (32) 

IV. CHOICE OF TUNING PARAMETERS 

A. Choice of Tuning Parameters for First Order Systems 

Choice of  is intuitive and coincidence horizon is 
determined by trial and error. However, there is a fact in the 
literature that; The best desired answer for first order systems is 
provided by  = 1 [3]. To prove this, the closed loop 
polynomial is used. The actual closed loop pole of the system 
for the nominal state  =  is obtained by following the steps 
below. 
Step 1: Consider the first order discrete system as in (26). 
Step 2: The model output is written instead of in the (28). So the 
closed-loop polynomial is found as in (33) where  is a scalar. 

         (33) 

Step 3: The pole is found. 

                        (34) 
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The pole where the coincidence horizon is one is obtained by 
writing  = 1 in (34). In this case, the actual closed loop pole 
is equal to the desired pole. The pole where the coincidence 
horizon goes to infinity is obtained by writing  in (35). 
In this case, the actual closed loop pole is equal to the open loop 
pole. 

As evidenced by (34), in a first-order model with coincidence 
horizon  = 1, the desired closed-loop pole is exactly achieved 
in nominal state. For a first-order system with a large 
coincidence horizon, the actual closed-loop pole leads to the 
open-loop pole, and therefore the tuning 
meaningless. 

For a system with an open pole of 0.8 as in (35), for the 
 actual closed-loop poles depending on the coincidence 

horizon are shown in Fig. 3. 

 (35) 

 

 
Fig. 3  Actual closed loop pole dependence on   for  

As shown in Fig. 3, the actual closed-loop pole is exactly 
equal to the desired pole when the coincidence horizon is one. 
As the coincidence horizon grows, the curve moves to the open 
loop pole.  

To clearly observe the effect of the coincidence horizon, the 
closed loop responses for the various coincidence horizon 
of  is plotted as in Fig. 4. The desired pole is 0.7. As  
grows, the response go away from the target trajectory. 

 
Fig. 4  Closed loop responses with for various  for  

By choice the target trajectory chosen. That is, 
chosen according to which closed loop time 

constant or settling time is desired. Therefore, the tuning is 
intuitive and optional. This choice is not dependent on the 
coincidence horizon.  

The target trajectories depending on  are shown 
in Fig. 5. Fig. 5 shows the trajectories of the first order pole at 
0.5, 0.7 and 0.9 poles. As can be seen, the process output is on 
trajectory of pole 0.7 as desired for   . 

 
Fig. 5 Dependence on choice of various  with  for  

B. Choice of Tuning Parameters for Higher Order Systems 

In order to examine the coincidence horizon choice, a higher 
order system is considered (36). 

 (36) 

Contrary to the one proposed for first order systems, choice 
of the coincidence horizon as one is not recommended for 
higher order. Because in systems with unstable zeros, the 
coincidence horizon cannot be selected as one [6]. This case is 
shown Fig. 6 and Fig. 7. 

 
Fig. 6    

 
Fig. 7   
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Actual closed loop poles for  with various choice of  are 
shown in Fig.8. 

 
Fig. 8 Actual closed loop pole for  with various choice of  

The coincidence horizon should be 2  according to 
Fig.8 in order to be close to the desired pole. 

There is a suggestion in [3], [6] that; For systems with 
monotone convergent behavior after immediate transitions, a 
good coincidence horizon may be selected as the range in where 
the open loop response is risen to around 40% to 80% of the 
steady state and the gradient is significant. 

If this suggestion is used for the  system, Fig. 9 is obtained. 

 
Fig. 9 range for  

As shown in Fig. 9, the coincidence horizon should be 
 from the 40% -80% rule. 

 , control signals are shown in Fig. 10 and the 
output signals are shown in Fig. 11.  , control 
signals are shown in Fig. 12 and the output signals are shown in 
Fig. 13. 
 

 
Fig. 10  signals for  

 
Fig. 11 output signals for  

 
Fig. 12  signals for  
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Fig. 13  output signals for  

As seen in Fig.10 and Fig 11, output responses are almost in 
the desired pole trajectory. As the  becomes smaller, a more 
active control signal is obtained. 

As seen in Fig.12 and Fig 13, within the recommended range 
by 40% -80%  the closed-loop behavior is good in all cases, 
although as expected, the desired speed-up of  is not achieved 
due to the need to use high . 

V. CONCLUSIONS 

The tuning of PFC is not obvious and systematic. The 
selection of tuning parameters is determined by trial and error. 
However, in this case an infinite choices are available. 
Therefore the effect of the tuning parameters should be 
examined. In this study, the selection of the parameters for a 
first order system and a higher order system is investigated. For 
this purpose, firstly the closed loop poles depending on the 
coincidence horizon is plotting for first order systems. As 
shown in this drawing, PFC obtains the closest response to the 
desired pole for first order systems when . When  

, the target trajectory converges open loop behavior. 
For the higher order systems, the selection is more 

complicated. Intuitively, the core failing is the desire to follow 
a first order trajectory, and using a constant future input as this 
is clearly unrealistic for systems with complex dynamics. 
Consequently, some suggestions were made as to how one 
could determine an appropriate range of  and  before any 
fine tuning. 

First observation is that with unstable poles,  cannot 
be applied. Therefore, it is reasonable to determine a  range. 
For the higher order systems open loop step response is 
examined to determine a logical range. With this suggestion 
the desired speed-up of  is not achieved but the closed-loop 
behavior is good in all cases. 

To sum up, small coincidence horizon ensures that there is a 
-loop pole. 

However, small coincidence horizon can leads to poor transient 
behavior. As decreases, it causes an over-active control 
signal. As  grows, the distancing from the target trajectory 
occurs.  

For higher order systems, the tuning rules and efficacy of the 
parameters  and  are not consistent and vary from one 
example to another depending on the underlying process 
dynamics. Extending this study for more challenging dynamics 
is a future work. 
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Abstract—This paper presents a method for tracking the
maximum power point (MPPT) of an array of photovoltaic
panels under varying radiation and temperature by applying
an integer order sliding mode controller with perturb & observe
(P&O) MPPT algorithm. P&O algorithm is simulated in PSIM to
generate the reference and sliding mode controller is designed in
Matlab Simulink to track the reference provided by P&O MPPT.
SMC controller is than coupled through simcoupler interface
between PSIM and Matlab Simulink. The results from simulation
highlight that this method can track the maximum power point
quickly and accurately under standard conditions and sudden
changes in illumination intensity, and has faster tracking speed
and stable characteristics inherent in fixed duty cycle.

Index Terms—maximum power point tracking (MPPT), pho-
tovoltaic, sliding mode controller, perturb & observe

I. INTRODUCTION

With the acceleration of economic globalization and the

rapid development of industrial economy, the worlds energy

shortage and environmental pollution have become two im-

portant factors that restrict the sustainable development of

human society [1]. Photovoltaic (PV) power generation is a

very important form of energy conversion, and efficiency is

one of the key issues that constrain its development. To operate

the photovoltaic system at maximum power point (MPP) the

power electronics components of the photovoltaic cell needs

to be adjusting. Temperature and solar irradiance are the main

factors affecting the PV array maximum power. Maximum

power point tracking (MPPT) method is one of the most well-

known and widely used for the extraction of the maximum

power of the PV system which has always been applied

This work has received financial support Spanish Government under Project
DPI2016-77271-R co-funded with European Union ERDF funds.

in photovoltaic energy conversion system [2]. In literature,

the most commonly used MPPT methods are : Perturb and

Observe (P&O) [3] and Incremental Conductance (IC) [4]

which are the most widely used and popular MPPT algorithms.

Other MPPT proposed methods are the Constant Voltage

Tracking (CVT), Fractional Open-circuit Voltage (FOVC),

Fractional Short Circuit Current (FSC), Fuzzy control methods

[5] and so on. There are numerous controllers available which

can also be used along with MPPT algorithms. The purpose

of these controllers is to guarantee a proper tracking of

the reference voltage generated by the MPPT algorithm for

maximum possible power extraction [6]. PV module has non-

linear characteristics and switching converters used in PV

system has non-linear behaviour also. Non-linear controllers

are considered widely in PV system to model non-linear dy-

namics which has gained considerable attention. Among non-

linear controllers Sliding mode control (SMC) has attracted

a lot of interest due to its fast response speed, robustness

and non-linearity [7]. Sliding mode control is a nonlinear

control strategy based on the variable structure theory. The

contribution of this paper is designing of an integer order SMC

for the extraction of maximum power from PV panel under

variable irridance and temperature. P&O MPPT algorithm

is employed to generate the reference PV voltage for SMC

controller which is simulated in PSIM. The SMC controller is

derived based on nonlinear mathematical model of PV Panel

with boost converter. The robust stability of the proposed

controller is assured by Lyapunov theory. Implementation of

SMC controller is performed in Matlab Simulink which is

provided as control signal to PV MPPT in PSIM through

Simcoupler interface between Simulink and Matlab.
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II. CHARACTERISTICS OF PHOTOVOLTAIC SYSTEM

The proposed PV system circuit schematic is shown in

Fig.1, which is composed of a PV module and a boost

converter. Photovoltaic panel is used as power source to

supply power to this standalone PV system. The photovoltaic

panel model based on two diodes is used which involves

identification of more parameters and better efficiency. Two-

diode model gives more accurate I-V and P-V output curve

characteristics as compared to single diode model [8]. In

Fig. 1. Circuit diagram of the proposed PV system.

this section, a photovoltaic module is introduced which con-

sists of photovolatic cells connected in parallel and series

combination. Photovoltaic cells are devices that convert solar

energy into electrical energy directly through photoelectric

effect. To represent the current-voltage (I-V) characteristics

photovoltaic cells single-iode model and two-diode model

are a common representation available in the literature of

the solar cell behaviour. The equivalent circuit of phovoltaic

panel based on two-diode model consists of a seris resistor

(Rs), shunt resistor (Rsh), two diodes in anti-parallel and a

current source. Two-diode model takes into the consideration

of recombination effect by including second diode in parallel

with the single cell model. It is basically the modified form of

single diode model. The following characteristic Eq. 1 shows

the relationship between the solar panel current and voltage.

I = Iph− Io1

(

e
V +IRs

Ns1VT − 1
)

− Io2

(

e
V +IRs

Ns2VT − 1
)

−

V + IRs

Rp

(1)

In Eq. 1, V & I is the voltage and output current of

solar cell, Iph is the light generated current, Is is the reverse

saturation current of the diode, Ns is the number of cells in

series, Io is the diode saturation current, VT is thermal voltage

equivalent while Rs and Rsh is the series and shunt resistances

respectively.

III. MPPT ALGORITHM

To extract maximum power from photovoltaic system MPPT

technique is used in power electronic circuits. Dc-Dc voltage

converter is generally used as an interface between the PV

panel and load to extract the maximum power of the panel.

Dc-Dc boost converter is chosen in this PV system design con-

figuration. To tune the input impedance of the boost converter

duty cycle is generated by pulse width modulation (PWM).

The boost converter has the tendency to change the operating

point of PV module and can maximize the output power.

Perturbation and Observe (P&O) MPPT algorithm is the most

commonly used method for controlling Dc-Dc converter due to

its easy implementation. In this work, P&O MPPT algorithm

is employed to generate the reference voltage for sliding mode

controller (SMC). The operartion of P&O algorithm is to

perturb periodically the control variable and to compare the

instantaneous PV powers before and after the perturbation.

It generates the reference voltage Vref after measurement of

the panel power. If the measured power is greater than the

previous power, the reference voltage is steadily incremented

in the same proportion otherwise if not then it is decreased.

Fig. 2 presents the P&O algorithm flow diagram and it is

implemented in PSIM simulation tools.

Fig. 2. P&O algorithm.

IV. PROPOSED SCHEME

In this article an integer order SMC is proposed to extract

the maximum power of the PV panel under varying sun in-

tensity and temperature. Sliding mode controller is formulated

here in order to control the proposed system [9].The objective

of designing stable SMC for this system is to track the

reference provided by P&O MPPT algorithm. The proposed

scheme implemented in this work is presented in Fig. 3. In

the implementation, at first the voltage and current of the PV

array are provided to a P&O algorithm as input signals, which

generates the reference signal which is further processed to

the SMC controller. SMC controller performs the tracking of

provided reference voltage signal and PV panel voltage signal
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Fig. 3. System scheme based on improved SMC control.

to provide the control signal to the PWM of boost converter .

The controller has been derived using the mathematical model

of Boost converter and generates an output signal , which

controls the duty ratio of the PWM signal provided to the

converter switches. The dynamic behavior of dc-dc converter

can be modeled as [10].

Icin = Cin

dVpv

dt
= Ipv − IL (2)

VL = L
dL

dt
= VPV − Vb(1− u) (3)

Re arranging Eq. (2&3) we have

dVpv

dt
=
−IL

Cin

+
Ipv

Cin

(4)

dL

dt
=

VPV

L
−

Vb

L
+

u

L
(5)

Eq. (4&5) can be written in state space form as

[

˙VPV

˙IL

]

=

[

0 −

1

Cin

1

L
0

] [

˙VPV

˙IL

]

(6)

+

[

IPV

Cin
0

−Vb

L
0

] [

1
0

]

+

[

0
−Vb

L

]

(7)

Eq. 7 can be re-written in generalized form as

Ẋ = f(X, t) + J(X, t) + h(X, t)u (8)

Here X = [x1 x2]
T = [VPV IL]

T represents PV panel

voltage and inductor current J = (X, t) and h = (X, t)
represents nominal system inputs and u represents the con-

trol excitation. IPV , Vb, Cin, L represents PV current, bulk

voltage, input capacitor capacitance and Inductor inductance

respectively. The reference signal generated by MPPT algo-

rithm can be written as

Xd = [xd ẋd] = [VPV−ref
˙VPV−ref ] (9)

The tracking error can be defined as














e1 = x1 −Xd

e2 = ė1
e2 = x2 − Ẋd

ė2 = ẋ2 − Ẋd

(10)

Sliding surface is chosen as

s = c1e1 + e2 (11)

Here c1 > 0 is the design parameter. Differentiating Eq. 11

on both sides

ṡ = c1e2 + ė2 (12)

By combining Eq. 8 and Eq. 12 one can obtain

ṡ = c1e2 + f (X, t) + J (X, t) + h (X, t)u− ẍd (13)

To derive the control set ṡ = 0 ,the desired response can be

achieved by choosing the control law as






u = ueq + us

ueq = h (X, t)
−1

[ẍd − f (X, t)− J (X, t)− c1e2]

us = −h (X, t)
−1

kssgn (s)







(14)

Where ueq is the equivalent control item to drive the nominal

part of system , us is the robust switching control item.

sgn(.)is the signum function defined as:

sgn (s) =







+1 ifs > 0
0 ifs = 0
−1 ifs < 0

(15)

V. SIMULATION RESULTS

PSIM and MATLAB/SIMULINK simulation platforms are

used to perform the simulations of the proposed controller

to verify its performance. The paramters of the photovoltaic

panel are simulated with an irradiance step of 1000 W/m2

in the instant 0 and after 50 ms the irradiance is decreased

by 50%. The parameters are: open circuit voltage VOC is

21.1 V, short circuit current ISC is 3.8 A, and maximum

power point voltage Vmp is 17.1 V. The maximum power

point current Im is 3.5 A and the temperature is 25Co as a

constant. The parameters of each Dc-Dc converter components

in this paper are: capacitance valus is 22 µF, inductance value

is 100 H, and an inductor current ripple of ∆iL = 1 A. Due to

SMC, the converter switches to a variable frequency centered

around approximately 49.2 kHz [9]. The MPPT algorithm

has a perturbation period of 400 s, while the perturbation

amplitude is 1 V for the P&O algorithm. The simulation results

are shown in Fig. 4 and 5 shows the profile of PV panel

voltage and reference voltage generated by P&O MPPT with

perturbation aomplitude of 1 V. It can be seen panel voltage

Vpv starts following reference generated voltage Vpv ref once

reached the steady-state after transient behavior. The integer
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order sliding mode controller tracks the maximum power point

accurately compared with the conventional linear controller.

Fig. 5 is the power time curve of the panel power and reference

generated power by P&O. It is observed panel power Ppv and

reference power Ppv ref are following each other once reached

the MPP with the SMC controller tracking.

Fig. 4. Profile of the PV panel voltage.

Fig. 5. Profile of the PV panel power extraction.

Fig. 6 shows the voltage tracking error response to study the

behviour of SMC controller for the proposed PV system. It is

highlighted that the proposed controller clearly outperforms

the conventional controller in literature. It is highlighted that

the designed system is robust to the environmental variation

and has lower energy losses. It is also observed that the system

efficiency has improved greatly when the proposed controller

is used.

VI. CONCLUSIONS

In this paper an integer order sliding mode controller is

derived and implemented for PV panels with boost converter.

P&O MPPT technique is used to extract maximum power from

the PV panel under varying irradiance condition. The con-

troller part is implemented in Matlab Simulink environment

Fig. 6. Tracking response of proposed SMC controller .

and PV system along with MPPT algorithm is implemented

in PSIM environment. The controller along with PV system

is then co-simulated using Simcoupler . Response of SMC

interms of voltage tracking and low power losses is superior

in comparison with conventional controller. The simulation

results show that SMC offers minimum transient time and

overall power loss thus the efficiency of the PV system can

be improved.
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Abstract  The research on malware detection field is strongly 

active, especially with the help of machine learning. Machine 

learning has been evolved into this field in the last two decades. 

Support Vector Machines SVMs, random forests, logistic 

regression and deep neural networks were employed in different 

combinations in order to get high performance results, and thus 

to correctly identify malware from benign files. Several 

researches considered dealing with executable files as images a 

good way to benefit from the advantages of Convolutional 

Neural Networks CNNs to detect malware. In this study we are 

using Residual Networks ResNets. These are a form of CNNs 

based on shortcut connections for feature reuse. Instead of 

providing the raw data to our model, we opted for choosing just 

the important features extracted from the PE header fields, and 

converting them to byte values, then feeding them to the ResNet 

as greyscale images. The obtained results were satisfying. 
 

Keywords  Convolutional Neural Networks; Residual Neural 

Networks; Deep Learning; Machine Learning; Malware 

Classification; Cyber Security 

I. INTRODUCTION 

Recognition and identification of malware is an active area 

because of the huge number of malicious software registered 

every day. With the revolution of machine learning 

techniques, this field got more attraction to invest on it with 

the employment of these techniques. Traditional commercial 

anti-malware programs rely basically on the signature-based 

static technique, the technique that would never detect new 

malware as they use novel signatures. The ability of machine 

learning models to learn from training data, and subsequently 

to generalize to previously unseen data is a major reason to 

have an increasingly number of researches interested in this 

area. There are a lot of factors that influence the success of a 

model, particularly the types of extracted features, the feature 

selection techniques and the used machine learning 

algorithms [1]. In this paper, we chose to use the PE features 

to train our model and a residual network model for 

classification. 

Deep learning models suffer from the well-known problem 

the vanishing gradient problem. This problem gets bigger 

when using a large number of layers. The gradient becomes 

too small hence the training doesn t happen efficiently. The 

apparition of residual networks ResNets for image 

recognition [7, 12] was innovative for providing a new 

solution to this problem. This kind of networks was also used 

in Natural Language Processing NLP [13], in morphological 

reinflection [14], in language identification [15], in semantic 

tagging and Part-of-Speech POS tagging [16] and in single 

image super resolution [17]. Inspired by the results of these 

studies, ResNets are used in our study for malware detection 

for the first time, to the best of our knowledge. 

II. RELATED WORK ON MALWARE DETECTION 

There are three approaches for identifying malware from 

benign files. The first one is the static approach. It relies on 

the extraction of signatures, which are values present in the 

files or values that should be calculated using a hash function 

for instance. The second approach is the dynamic approach. 

This one requires the execution of the files on a virtual 

environment or a sandbox to be able to detect the suspicious 

activities and visualize the behaviour of each file. The third 

approach is the heuristic approach based on machine learning, 

which has proven its success the last two decades. It can rely 

on static features, or on dynamic features or on both of them. 

In [2], each sample from the training set was executed 

within a virtual environment to capture dynamic behaviour of 

it. The model was then built upon 300 vectors of nine 

collected activity metrics. These metrics are: CPU user use, 

CPU system use, RAM use, SWAP use, received packets, 

received bytes, sent packets, sent bytes and number of 

processes running. These metrics were afterwards 

transformed to 300 vectors of x-y coordinates using Self 

Organizing Feature Map SOFM. The dataset was constituted 

of 1188 PE files; 594 malicious and 594 benign. Half the files 

were used for training and the other half for testing. After 

taking the machine activity metrics each second in a 5-

minutes time window, the researchers ended by having a 

dataset of 345,000 observations. For comparison, random 

forest was used as machine learning classifier in an 

experiment, and in another one logistic regression was used. 

The best accuracy, namely 86.70%, was obtained using 

logistic regression. 

As for [3], API calls and operating system resource 

instances were used to identify API call graphs. These graphs 

were used as input features for the designed deep learning 

model. Multiple layers of Sparse Auto Encoders SAEs were 

employed to reduce the size of the original extracted features, 

followed by a Decision Tree classifier. The training dataset 

was constituted of 1760 samples, where 880 are malicious 

and 880 are benign files. 10-fold cross-validation technique 

was used for training and testing. The achieved detection 

precision was 98.6%. 

The features used in [8] were n-gram system call 

sequences. A combination of two models was used, thus two 
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pairs of probability values are got for each sample. After that 

they were compared to a threshold to get the final prediction 

result. The first model was the Long-Short-Term Memory 

LSTM. The information gain was used in order to remove 

redundant subsequences, then the LSTM model was fed, 

followed by a Max-Pooling layer then by a logistic regression 

classifier. The second model was the Random Forest model. 

Here the input features were API statistical features, which 

are got from the association of two API calls based on the 

comparison of the two API call sequences hashes. The 

experiments were conducted initially with each model 

separately. The results got by combining the two models were 

better. The obtained accuracy was 95.7%. 

Since CNNs demonstrated high performances in image 

recognition, numerous malware detection researches took 

advantage of this type of algorithms. The work of [4] relied 

on a dynamic approach. The samples were executed in virtual 

machines, then process performance metrics were extracted. 

Each sample was represented as an image, the rows contained 

the executed processes, and the columns contained the 28 

extracted features per process like the process status, the CPU 

usage percent and the number of written bytes. CNNs were 

employed to classify the samples. An accuracy of 90% was 

obtained on the testing dataset. 

In [5], the raw bytes of each executable file were converted 

using an embedding layer, to be used as input features. The 

model was constructed from CNNs and Recurrent Neural 

Networks RNNs followed by a fully connected layer. A 

dataset of 400,000 files split evenly between benign and 

malicious files was used for training. And a distinct testing 

set of 77,349 files was used for the final test phase. An 

accuracy of 90.90% was obtained. 

III. DEEP RESIDUAL LEARNING 

A. Problem with Deep Neural Networks 

The intuition behind deep learning is that adding more 

layers makes the model learning more complex features. 

Accordingly, it becomes able to make more accurate 

decisions. However, [7] showed that continuing to go deeper 

affects negatively the performance of a traditional CNN 

model. They conducted experiments on the CIFAR-10 dataset 

[9] to classify images. Fig. 1, represented by the experiments 

of [7] depicts the performance decreasing going from a model 

with 20 layers to a model with 56 layers. 

 

Fig. 1 Training error (left) and test error (right) on CIFAR-10 with 20-layer 

and 56-layer plain networks. The deeper network has higher training error 

and thus test error [7] 

This problem of performance degradation can be returned 

to a very known problem, namely the vanishing gradient 

problem. The gradients become negligible when they pass 

from the end to the beginning of the model through the high 

number of layers. The problem can be caused as well by the 

loss of input information when it travels from the beginning 

of the network to its end. In order to lighten this problem 

while training very deep networks, the authors have 

introduced residual blocks. These blocks are based on feature 

reuse. 

B. Residual Blocks 

A residual block is a block of layers that adds the input to 

the output, before continuing to feed a new layer. It can be 

constituted of numerous convolutional layers, generally two 

or three but can be more. 
Let us consider x the input to a few stacked layers of a 

deep machine learning model, and F(x) the output of it. If we 

assume that x and F(x) have the same dimensions, then a 

residual block can be defined by equation (1): 

y = F(x) + x     (1) 

 

Fig. 2 shows the building block of residual learning as 

given by [7]. 

 

 
Fig. 2 A residual block [7] 

 

The operation F + x is performed by a shortcut connection 

and element-wise addition [7]. It introduces neither extra 

parameters nor calculation complication. 

If x and F(x) don t have the same dimensions, the identity 

mapping x can be multiplied by a linear projection just to 

match dimensions, as represented by equation (2):  

y = F(x, {Wi}) + Ws x    (2) 

 

Where: Wi are the weights to be learned in the stacked 

layers of the residual block 

Ws is the matrix used to match dimensions 

 

Residual networks are constituted by stacking consecutive 

residual blocks together. They use shortcut connections to 

propagate and reuse information over the layers of the model, 

the fact that allows us to build deeper networks. 

C. Residual Networks in Image Recognition 

In [7], ImageNet 2012 classification dataset [10] was used 

to test the efficiency of a residual network architecture. It 

consists of 1000 classes of images. The results are depicted in 

Fig. 3. In the left, training and test errors are drawn for two 

plain networks, the first one is constituted of 18 layers and the 

second one of 34 layers, without residual blocks. In the right, 

training and test errors are drawn for two residual networks, 
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one with 18 layers and the other with 34 layers. We can see 

clearly that the validation error of the 34 layers-residual 

network is the lowest one among the validation errors of all 

other networks. 

 
Fig. 3 Training on ImageNet. Thin curves denote training error, and bold 

curves denote validation error of the center crops. Left: plain networks of 18 

and 34 layers. Right: ResNets of 18 and 34 layers. In this plot, the residual 

networks have no extra parameter compared to their plain counterparts [7] 

 

In Fig. 3, the residual networks have no extra parameters 

compared to their plain counterparts. 

The study of [7] demonstrates that by increasing the depth 

of the network, we obtain better validation accuracies. 

Adding more residual layers to the networks helps with 

generalization. 

IV. IMPLEMENTATION AND EXPERIMENT RESULTS 

A. Dataset Used 

We empirically demonstrate the effectiveness of the 

residual network built in this study on the EMBER dataset [6]. 

It consists of 900K training samples (300K malicious, 300K 

benign, and 300K unlabeled) where only the benign and the 

malicious ones were utilized in our experiments. In addition 

to the training samples, it contains 200K test samples (100K 

malicious and 100K benign). The training of our model was 

done on 0.8% of the 600K samples training dataset, the 

remaining 0.2% of the data was used for the validation at the 

end of each epoch. The 200K test samples were kept to the 

end of the training just to evaluate the model on previously 

unseen data. The employed features are values extracted from 

the PE header fields. As shown in [1], various researches 

adopt the PE features for building their models obtaining high 

accuracy rates. Fig. 4 shows an example of the extracted 

features from an executable as given by [6]. 

B. Methodology 

The vectorizing of raw features is provided by the EMBER 

authors [6], so each sample is represented as a feature vector 

of dimension 2351. A residual network needs images as input. 

To implement our malware detection model, we chose to 

represent each sample as a greyscale image of 50 by 50, so 

we padded each vector by 149 zeros, then we reshaped it to 

an array of 50 by 50 to feed the model. 

CNNs were largely used for malware detection. As far as 

we know, residual networks were not yet employed in this 

field. Motivated by the success of these networks in image 

classification primarily, then in many other fields, we were 

convinced that they will give favourable results in the 

classification of benign and malicious files. 

 

 

"sha256": "000185977be72c8b007ac347b73ceb1ba3e5e4dae4fe98d4f2ea92250f7f580e", 

"appeared": "2017-01", 
"label": -1, 

"general": { 

"file_size": 33334, 

"vsize": 45056, 
"has_debug": 0, 

"exports": 0, 

"imports": 41, 
"has_relocations": 1, 

"has_resources": 0, 

"has_signature": 0, 
"has_tls": 0, 

"symbols": 0 

}, 

"header": { 
"coff": { 

"timestamp": 1365446976, 

"machine": "I386", 
"characteristics": [ "LARGE_ADDRESS_AWARE", ..., "EXECUTABLE_IMAGE" ] 

}, 

"optional": { 
"subsystem": "WINDOWS_CUI", 

"dll_characteristics": [ "DYNAMIC_BASE", ..., "TERMINAL_SERVER_AWARE" ], 

"magic": "PE32", 

"major_image_version": 1, 
"minor_image_version": 2, 

"major_linker_version": 11, 

"minor_linker_version": 0, 
"major_operating_system_version": 6, 

"minor_operating_system_version": 0, 

"major_subsystem_version": 6, 

"minor_subsystem_version": 0, 
"sizeof_code": 3584, 

"sizeof_headers": 1024, 

"sizeof_heap_commit": 4096 
} 

}, 

"imports": { 
"KERNEL32.dll": [ "GetTickCount" ], 

... 

}, 

"exports": [] 
"section": { 

"entry": ".text", 

"sections": [ 
{ 

"name": ".text", 

"size": 3584, 
"entropy": 6.368472139761825, 

"vsize": 3270, 

"props": [ "CNT_CODE", "MEM_EXECUTE", "MEM_READ"] 

}, 
... 

] 

}, 
"histogram": [ 3818, 155, ..., 377 ], 

"byteentropy": [0, 0, ... 2943 ], 

"strings": { 

"numstrings": 170, 
"avlength": 8.170588235294117, 

"printabledist": [ 15, ... 6 ], 

"printables": 1389, 
"entropy": 6.259255409240723, 

"paths": 0, 

"urls": 0, 
"registry": 0, 

"MZ": 1 

}, 

} 
Fig. 4 Raw features extracted from a PE file [6] 

Various implementations were tested in our experiments. 

After comparison, we retained the implementation described 

below. 

We chose to add noise to the input layer through a 

Gaussian noise layer. This layer has a regularizing impact and 

helps to lessen overfitting. After that, a 2D convolutional 

layer is added. 64 filters are used, which means trying to 

detect 64 different features. Then a Batch Normalization layer 

is added. As explained by [11], a batch normalization consists 

of performing the normalization for each training mini-batch. 

This procedure accelerates the training of deep neural 

networks. The chosen activation is Rectified Linear Unit 

ReLU. It is the more popular activation function nowadays. 

Next, a max pooling layer is introduced. This layer has no 

parameters to learn, it takes a region of the input image of a 

fixed filter size, then selects the maximum value of the 

different region values. Subsequently, two residual blocks are 

added. Each residual block consists of two convolutional 
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layers with batch normalization and a ReLU activation 

function, followed by adding a shortcut connection to the 

output of these two convolutional layers, then passing the 

result through a ReLU activation. Finally, since we are 

involving binary decisions, either malicious or benign class, 

then we are using binary crossentropy as loss function. 

 

C. Experiments and Evaluation Results 

All the experiments in this paper were conducted on a 

laptop computer with Intel® Core (TM) i7-6500U @ 2.50 

GHz, 2.59 GHz, and 16GB of RAM. 

Based on the dataset described in Section IV.A, we 

evaluate the experiments in two perspectives; a residual 

network model without dropout regularization and a residual 

network model with dropout regularization. 

After several attempts of parameter tuning, for each model 

type, the best results were obtained using a learning rate of 

0.00007, a batch size of 256 and 64 filters for the different 

convolutional layers. 

The figures 5 and 6 represent the training and validation 

loss and accuracy obtained with both models, without and 

with dropout regularization. After a certain epoch, the model 

continues to learn peculiarities of the training data and it is 

not any more able to generalize to previously unseen data. 

Therefore, we had to opt for an early stopping approach in 

order to get the best test accuracy. The epoch to stop at is 

different from a model to another. 

For the residual network model without dropout 

regularization, the best validation accuracy was obtained at 

epoch 27, namely 91.01%, therefore we retained the model 

saved at this epoch. The test of this saved model on the 

200,000 previously unseen test samples gave a test accuracy 

of 88.30%. The accuracy decreased by 2.71% from validation 

data to testing data. This decrease is a normal behavior of 

machine learning models as seen on [1]. 

As for the residual network model with dropout 

regularization, the best validation accuracy was obtained at 

epoch 79, namely 92.29%. At this epoch, the best test 

accuracy was obtained, that is 90.38%. Here we have an 

accuracy decrease of 1.91%. 

 
Fig. 5 Train and validation loss and accuracy obtained with our ResNet 

model without dropout regularization 

 

 
Fig. 6 Train and validation loss and accuracy obtained with our ResNet 

model with dropout regularization 

 

The results of the different models are shown in Table1. 

TABLE I 

TEST ACCURACIES ON EMBER TEST DATASET FOR THE 4 STUDIED MODELS 

 Our ResNet Model 

Without Dropout 88.30% 
With Dropout 90.38% 

 

We see clearly that the residual network model with 

dropout regularization performs better giving us an accuracy 

of 90.38%. This accuracy is even better than some other 

previous researches as shown in Table 2. 

TABLE II 

COMPARISON OF OUR MODEL WITH SOME OTHER RESEARCHES 

 Accuracy 

 Reference [2] 86.70% 
Reference [4] 90% 

Our ResNet model 90.38% 

 

V. CONCLUSIONS 

The use of residual networks in malware detection is new 

as far as we know. The model built in this paper gives 

satisfying results as shown. These results can be much more 

improved in the future with more hyper-parameters tuning. 

Implementing deeper residual networks may help on getting 

better results. However, the training of these networks can be 

painfully slow and needs more powerful machines with GPUs 

and larger RAM sizes. 
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Abstract The majority of people have become active mobile 

technology users wherever they are and anytime. They request 

information anytime, anywhere, so it has to be personalized and 

contextual to better satisfy their needs. At the same time the 

service providers would want to find out whether their clients are 

within their neighbourhood so that they can alert them of events 

or services in their proximity. This paper endeavours to highlight 

geofencing technologies, their uses and then look at the challenges 

and issues within this area. The building blocks of geofencing and 

the technology of marking the region of interest are explained. In 

conclusion it was foundout that geofencing can be used to offer 

personal and contextual services to mobile users anywhere and 

anytime.  

Keywords geofencing technologies, contextual services, mobile 

technology 

I. INTRODUCTION 

The majority of people have become active mobile 
technology users wherever they are and anytime. Information is 
requested anytime, anywhere, therefore it has to be personalized 
and contextual to satisfy the needs of the users. A huge market 
has been created for new applications in the area of information 
relevance [5]. Location-based Services (LBSs) are one of the 
most ground-breaking applications that belong to these 
applications, they generate, compile, select, or filter information 
or perform other actions by taking into consideration the current 
location of the user [7]. Recently, social community platforms 
have also adopted the idea of LBSs to enable location sharing, 
that is, the mutual exchange of current whereabouts among 
their members [2]. 

It must be noted that location is just one example that 
describes the current condition/situation of the mobile user, 
there are many other parameters such as the time, weather 
conditions on the spot, the current means of transportation 
while travelling, or what the mobile user is doing [1]. 

Aggregate of all these parameters is taken into consideration for 
delivering the user with relevant information and there 
parameters are known as context. They are derived and 
processed by Context-aware Services (CASs). Thus, LBSs can 
be regarded as a special appearance of the more general CASs. 
The automatic detection of context parameters is still a 
technical barrier for a successful mass-market introduction of 
CASs. This is due to the fact that they often suffer from the non-
availability of appropriate sensors in mobile devices or in the 
environment as well as from the potential variety of such 
parameters. The location of the user can be easily derived from 
various positioning technologies like GPS, Cell-ID or wifi. 
These technologies form the key for LBSs and their broad 
availability is one of the prerequisites for the latest commercial 
success of these services and are now standard features of 
smartphones and mobile networks.  

The location of a user is determined by LBSs only when 
the user is active in a service session. Geofencing allows to 
detect users entering and leaving of geofences [8], which are 
pre-defined geographic areas. The user needs to be 
continuously tracked in the background even when the mobile 
device is idle or executing other applications all the time or 
from the time the user enters the region of interest depending 
on the type of geofencing available [6]. A broad range of new 
applications have been introduced due to geofencing and 
background tracking, especially in the area of information 
relevance. However, their introduction is also related to new 
barriers, such as the battery consumption on mobile devices has 
increased and users are now concerned about their privacy due 
to the availability of these new applications. This paper will 
look at geofencing, its challenges and open issues. The paper is 
arranged as follows: geofencing and background tracking in 
section two, challenges and open issue in section three and 
finally conclusion. 
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II. GEOFENCING AND BACKGROUND TRACKING 

Geofencing is determining the position of an object relative 
to a base position. It is a virtual perimeter for a geographic area 
in real world [4]. Thus, given a set of geographic areas G, each 

Gg is a polygon (P), which is described by a sequence of 

latitude (La) and longitude (Lo) pairs as shown: 

)),(..,),........,(),,(),,(( 332211 nn yxyxyxyxP  (1) 

       where LoyLax ii , ,and ni ,.....3,2,1  

These pairs follow some order, for example anti-clockwise, 

with its existing time period ],[ 21 tt . This virtual 

boundary/perimeter located a predetermined distance away 
from the base position is a geofence. We get spatial-temporal 

tuples O, each Oo is expressed into a form as: 

),,,( tyxoid  (2) 

 where ido is an object identified by id located at 

ttimeatyx ),( . 

The important thing is to determine if the object being tracked 
is either inside, directly on, or outside the geofence boundary. 

Thus for each ido and g , it is to find whether at any given time

t  and during the existence period ],[ 21 tt the following 

conditions are fulfilled or not: 

goorgo idid  (3) 

In order to mark the virtual location of interest one has to use 
Global Positioning System (GPS) or a non-GPS which can also 
be termed satellite system or terrestrial system. In using the 
GPS one has to build an application that a user has to download 
to his/her device. When using non-GPS for geofencing one 
needs no application. The following section describes the two 
types of geofencing. 

III. TYPES OF GEOFENCING 

The types of types of geofencing to be described are 
Application based (App based), network based and hybrid 
geofencing shown in Fig. 1. 

 

  

Fig 1: Types of Geofencing  

A. App-Based Geofencing 

App-based macro-geofenceing requires an application to 
access GPS data. In order to mark the region of interest one has 
to give the latitude and the longitude of the region in question 
then the radius. The radius is used to mark the virtual perimeter 
of the region of interest. This is shown in Fig 2. 

 

 

Fig 2: Geofencing of Vaal University of Technology 

This is set at the server and then users can opt in to receive the 
messages related to what is being offered at the area of interest. 
Users must have a GPS receiver devices to be tracked and GPS 
data from the receiver is used to determine where the user is 
relative to the geofence. The goal of a geofence application is 
to report whether a GPS receiver is inside or outside the user 
specified geofence volume [9].  

Geo-fencing technology enables remote monitoring of 
geographic areas surrounded by a virtual fence (geo-fence), and 
automatic detections when tracked mobile objects enter or exit 
these areas [4]. A Geo-fence becomes a layer of intelligence 
that allows users to make decisions or take some action based 
on a geographical area. It can circle anything/ any area you like 
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 a retail store, a stadium, a neighbourhood. It must be noted 
that the user have to download the app on their mobile devices. 

App-based micro-geofencing requires an application 
to derive the proximity to beacons. The beacons are the ones 
that form the geofence. The beacons can be placed around a 
building then the geofence is established as shown in Fig. 3. 

 

Fig 3: Beacon based geofencing 

These devices whose range of transmission is approximately 
seventy metres (70m) repeatedly relay a discovery signal that 
is received by BLE enabled smartphones within the range of 
transmission. Beacons essentially allow a one-to-many 
experience. 

                                

 

Fig 4: One-to-Many mapping        

 As shown in Fig.1 one beacon transmits signals that are picked 

beacon, it receives and measures the signal strength in order to 
calculate the approximate distance from the beacon. The 
operating system of the phone then extracts the beacon ID and 
makes the ID available to the app on the phone. After these 
steps are completed, the app decides on the next course of 

 

B. Network based geofencing 

A network based geofencing can be called a non-GPS based 
geofencing. A network based geofencing can be categorized 
into micro and macro geofencing. The macro-geofencing 
would use the cell towers while micro-geofencing use wifi 
hotspots. With cell tower ID, mobile operator identifies the 
position of a mobile device through the ID of the Base 
Transceiver Station (BTS) that user connected at particular 
moment. The accuracy of the Cell ID method therefore depends 
on the known range of the particular BTS serving the user at 
the time of the query. It can range from a few hundred meters 
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in urban areas to several kilometres (approximately one to two 
kilometres) in rural areas. So the macro-geofencing is marked 

 in Fig. 4. 

 

Fig 5: Cell Tower based geofencing 

The wifi hotspots are used to mark the region of interest as 
shown in Fig. 5. 

 

Fig 6: Wi-Fi hotspots based geofencing 

Wi-Fi positioning, the general range of accuracy is at 
approximately 100 meters. Wi-Fi technology does not require 
the consent of the user because the user of wifi enabled device 
is the one who turns on the wifi on the device in search of free 
wifi networks. This is then used to detect the presence of the 
user who crosses the geofence into the region of interest. Wi-Fi 

location with wireless access points, by measuring parameters 
such as MAC address and SSID.  

C. Selection of geofencing technology  

In selecting the geofencing technology to use one needs to 
take so many things in consideration such as tracking the 
mobile user every time whether outside the region of interest or 
not, is it in doors or not, etc. Comparison of these technologies 
will help in deciding whether to use one technology or mix.  

TABLE I: COMPARISON OF APP-BASED AND NETWORK-BASED GEOFENCING 

 

App-based Geofencing Network-based 

Geofencing 

Location 
Source 

GPS Bluetooth Cell 
Towers 

Wifi 

Location 
range 

As 
required 

10 metres Cell Tower 
range 

100 metres 

Accuracy 
of the 
object 
being 

tracked  

30  100 
metres  

3 -10 
metres 

50 - 5000 
metres 

3  30 
metres 

Indoor 
Coverage 

No Yes Yes Yes 

Battery 
Drain 

High Moderate Low Low 

Internet Yes Yes No No 

Download Yes Yes No No 

Static 
Location 

Yes No Yes No 

Service 
Location 
suitability 

Out-door In-door Out-door 
and In-

door 

Out-door 
and In-

door 

 

D.   Hybrid Geofencing 

Hybrid geofencing is where the technologies for geofencing are 
combined to work together taking into consideration 
technologies that complement each other in the environment in 
question. The possible combinations is given in Fig. 7 below. 
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Fig 7: Forms of Hybrid Geofencing 

In general the most appropriate combination is the macro-micro 
combination because it makes it possible to track a user the 
moment one enters the region of interest up to the point when 
the user is now on the proximity of the service provider. The 
micro-micro combination can be used to cover a small area of 
interest and can serve as a backup in the event of failure of one 
of the technology. The macro-macro combination can be used 
in difficulty places to go and where the region of interest is just 
temporal and there are buildings or caves that GPS cannot 
operate properly. The choice of the mix depends mostly on 
what is the objectives of the service provider.  

IV. CHALLENGES AND OPEN ISSUES 

Geofencing apps actually have to be running to know if a 
geo-fence has been crossed. This background tracking depletes 

-based Geo-fence only run on 
smartphones thus excluding a large number of mobile users 
who are using feature mobile phones. The macro app-based 
geofencing requires connection all the time thus consumes the 

s into cost to the mobile 
user. App-based geofencing has added cost in building and 
maintaining the app.  

The macro network based geofencing cannot pinpoint 
were the mobile user is within the region of interest. It is 
possible to track a mobile user without consent thus violating 
personal privacy of the mobile user. 

Geofencing services deals with large heterogeneous 
data that need proper storage and analysis for it to be useful. 
Some of these applications belong to the category of Location-
based Services (LBSs), which generate, compile, select, or 

filter information or perform other actions by taking into 
consideration the current location of the user [3]. 
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