Normal Distribution Transform with Point Projection for 3D Point Cloud Registration
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Abstract—Normal Distribution Transform (NDT) is a registration algorithm very used in many fields. Its main idea consists in modeling clouds (points sets) with a set of Gaussian distributions generated by discretizing each points set into voxels. This algorithm gives a good transformation estimation if a point and its neighbors represent a planar and linear patch. In light of this fact, this paper presents a new way to apply NDT on 3D registration problem. Our approach consists in applying NDT onto projected clouds instead of the original ones. The new point clouds are determined by taking into consideration the shape topology. The proposed approach uses a statistical method to find the best plane that represents each point cloud. An experimental study carried out on several clouds, shows that the proposed approach is better than the original NDT in terms of accuracy and runtime performance.

Index Terms—3D registration, Normal Distribution Transform (3D), point clouds, PCA, plane form.

I. INTRODUCTION

3D point cloud registration is a crucial building block in several applications solving many complex tasks. These tasks include Simultaneous Localization and Mapping (SLAM), object detection, control manufacturing, medical imaging, archeology and recognition problem. Most of these applications require accurate results in short time. 3D point cloud registration can be formulated as the problem of finding the transformation that optimally positions two 3D point clouds representing the reference and the model, in a common coordinate system. We denote the model data by $U = \{u_i|i = 1..n\}$ where $u_i \in \mathbb{R}^3$ and the reference data by $V = \{v_j|j = 1..m\}$ where $v_j \in \mathbb{R}^3$. The registration goal is to determine the transformation denoted $\text{Trans}$ which is a $4 \times 4$ matrix such that the Euclidean distance $ED$ between $U$ and $\text{Trans}(V)$ is as low as possible.

Several researches have treated this problem and proposed many algorithms. The most popular and used algorithms are ICP, NDT, Ransac and Softassign. Several writes studied and compared these algorithms. We cite in particular ATTIA et al. [1], which concluded that Iterative Closest Point (ICP) [2] and Normal Distribution Transform (NDT) [3] are the most suitable for the most of applications.

The two methods use iterative refinement techniques and involve three steps but each algorithm adopts its own strategy for computing the transformation. In fact, ICP attempts to find transformation parameters in a way that the Euclidean distance between nearest neighbor points is minimized. This method is based of search of neighbors. This step is a bottleneck for ICP.

NDT algorithm represents the underlying point clouds as a set of Gaussian distributions that locally models the surface. It is a promising method which overcomes the bottleneck of ICP since it doesn't use the search of nearest neighbor. However, the accuracy of NDT depends strongly on the size of voxel (small cube containing a subset of points) used in the algorithm. In fact, if we have a little size of voxels, the clouds constitute a plane surface and thereafter the surface is perfectly modeled. NDT has also many pitfalls. In fact, to detect the point clouds, we use a 3D scanner which sometimes generates a million of points in short time per scan. The processing of these points needs a huge execution time. Another problem is the outliers and the noise which can affect the accuracy.

To address the shortcomings of theses algorithms, several papers propose many solutions based on geometrical and statistical methods. Other improvements operate on point cloud data such as Scale Invariant Feature Transform (SIFT) [4], Speeded-up Robust Features (SURF) [5]. In this context, we propose to operate on point cloud but without using the feature.

The contribution of this work is to use a point clouds for plane shape. So, we need a method allowing to determine new point clouds that form a plane without losing the original shape. One of the simple and efficient method we can use, is the projection of point clouds onto plane. After that, the next issue is how we can define a plane that preserves the shape topology. Here, we decide to use the Principal Component Analysis (PCA) to define a good plane.

The remainder of this paper is organized as follows. In Section II, we give an overview of the state-of-the-art of NDT algorithm improvements. In Section III, we discuss the background of our research. In Section IV, we present the proposed approach algorithm. The experimental results are detailed and analyzed in Section V. Finally, we summarize our results and explore venues of future research.
II. NORMAL DISTRIBUTION TRANSFORM (NDT)

NDT algorithm is a promising new approach to perform 3D point cloud registration. It was introduced for the first time by Biber and Strasser [6] for 2D scan registration and mapping. It was later expanded by Magnusson [3] for 3D point clouds. The main idea is to represent the point cloud as a set of normal distributions. This is achieved by dividing the surface constituted by the cloud into regular cells and then computing both the average vector and covariance matrix of each cell. This procedure is also known as discretization or splitting step of the algorithm. In fact, the cloud environment (a voxel in 3D) is subdivided into cells, to each of which is assigned a normal distribution that locally models the cloud intensity. The result of this transformation is a piecewise continuous and differentiable probability density which can be used to align another scan using Newtons algorithm [7]. An important feature of NDT is that it avoids computing explicit correspondences; it simply matches a point to the cell in which it lies. NDT has three steps:

- **Initialization:**
  This step consists in initializing the voxel size. The environment of the reference cloud is divided into voxels. To each voxel is assigned some points from there a normal distribution that locally models the probability of measuring a point, is computed in the next step. Then a covariance matrix and an average are computed for each voxel.

- **Matching Step:**
  Using space subdivision, we generate a Gaussian distribution function of each voxel which describes the clouds dispersion. This function does not model the pieces accurately. The distributions only locally model the points within each voxel and may not capture broader features present within the scan. In this step, for each point in the model clouds, we search the voxel that verifies this distribution.

- **Transformation determination:**
  To determine the transformation, we have to define the objective (cost) function. For NDT, the objective function is based on cloud intensity and the best estimation corresponds to the maximum intensity value of the image. For this reason, the transformation (combining translation and rotation), denoted Trans, is considered optimal if the sum of the normal distributions for all points (see below) with parameters 1 is maximum. This sum is called transformation score. It is defined as follows:

  \[ \text{Score}(\text{Trans}) = \sum_i \exp\left(-\frac{(u_i - q_i)^2 \Sigma_i^{-1}(u_i - q_i)}{2}\right) \]

  \( q_i \): The average of the corresponding voxel.
  \( \Sigma_i \): The covariance matrix of the normal distribution corresponding to point \( u_i \) after applying NDT on the first scan. \( u_i \): The point \( u_i \) mapped into the coordinate frame of the reference cloud (point cloud of \( V \)) according to the transformation \( \text{Trans} \).

Finally, a nonlinear optimization is performed to determine the transformation parameters.

III. RELATED WORKS

NDT is a 3D registration algorithm that solves several problems posed by ICP. However, it suffers from some pitfalls. The first problem is the use of a regular grid which causes several fundamental problems such as the discontinuity of the score function (when a data scan point passes one of its cell boundaries, the value of the score function jumps). Das et al. [8] suggest an alternative method that modifies the score function to become continuous. In fact, they propose to employ greedy clustering for cloud partitioning thereafter that there are few distributions. Thus, the modified score function includes the scores of all of the normal distributions for each point in the cloud.

Another improvement was introduced by Staylov et al. [9]. It is the distribution-to-distribution registration approach which transforms the reference cloud as well as the model cloud into normal distributions.

The second fundamental problem posed by NDT is that the registration performance relies on the cell size of the regular grid. Ulas et al. [10] propose a solution based on multi layered grid (ML-NDT). In fact, they suggest changing the cell size from large to small during the iterative optimization process.

A more serious problem, though, is that a normal distribution in each voxel does not represent the local structure of the point subset within the voxel accurately because the regular grid does not take into account the structures of the model scan. When part of the cloud data, i.e., that composed of surfaces, is modelled by a normal distribution, the shape of the point subset which minimizes information loss is a plane. Kim et al. [11] propose the supervoxel-NDT (SV-NDT) to solve the problem in which the normal distributions generated by a regular grid do not represent the local surface structures of the model cloud accurately. SV-NDT exploits the 3-D supervoxel segmentation technique to use local surface structures to partition the model cloud. In addition, the criterion of matching each point in the reference cloud to the corresponding distribution is modified using the local geometries of the reference cloud.

IV. PROPOSED METHOD

A. Motivation

Referenced to Kim et al. [11], in order to use the merits of the NDT and minimize the loss of information, the model cloud should be divided into locally planar surfaces. To have planar surfaces, many searches proposed to minimize the voxel size. Using a little voxel, we have two problems: (i) The execution time may be huge because of the enormous number of voxels and (ii) some voxels can have only one or
two points with environmental clouds. For these reasons, we propose to transform both the model and reference clouds onto planar surfaces without minimizing the voxel size. In order to transform the original clouds to planar clouds, we propose to project cloud onto plane preserving the shape topology.

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:

B. Method Description

The proposed method follows three steps which are:
- Define projection plane:
- Compute the mean of Point cloud:
- Compute the covariance matrix:
- Compute the eigenvectors and eigenvalues of the covariance matrix:
- Project clouds U and V onto planes:
A. Accuracy

In order to assess our approach, we measured the accuracy of NDT with original point clouds and NDT with projected point clouds. The accuracy is measured by the standard deviation (Stdv). This latter is computed as the sum average of the Euclidian distances of every corresponding point pair between the model and the reference point clouds.

In order to have an overall view on the whole tests, we give in Fig.2 the number of times (in%) where NDT applied on projected clouds gives a best precision among all tested point clouds. The obtained results are 62% and 88% in the normal case and in the case of large rotation respectively. We conclude that our approach is more effective in the case of large rotation. For more details, we analyze in follows the experimental results obtained with the eight clouds of Fig.1.

Fig. 2: (a) and (b): Accuracy comparison between NDT with projected clouds and original NDT

For more clearness, we use a semi cologarithmic scale (i.e. the abscissa is unchanged and the ordinate is replaced by its cologarithm e.g. 10E-3 is represented by 3 to represent the standard deviation in the histogram). Note that the higher the value in the accuracy histogram is the more accurate the algorithm is.

Fig.3 shows the accuracy comparison of NDT applied on original clouds and NDT applied on projected clouds in the normal case and in the case of large rotation. In most cases, NDT with projected clouds gives the best precision. This returns to the fact that the Gaussian distribution of each voxel well models surfaces. This proves that the proposed method is effective for the registration of point clouds in the two cases (normal and large rotation).

B. Execution Time

Fig.4 shows the number of times (in%) where NDT applied on projected clouds runs faster than NDT applied on original clouds. We see that in the most cases our proposition runs faster than NDT when applied on original clouds. This is due to the fact that computing of normals for planar surface is less expensive in terms of time.

To show the result obtained with the clouds of Fig.1, we use a semi logarithmic to represent the execution time for the eight clouds (cf Fig.5). Note that the lower the value is in the execution time histogram, the better the algorithm is.

Referenced to Fig.5, the execution time of NDT applied on projected clouds is more reduced compared to NDT applied on original clouds.

Fig. 4: (a) and (b): Execution time comparison between NDT with projected clouds and original NDT

Fig. 5: (a) and (b): Execution Time comparison for eight clouds

use a semi logarithmic to represent the execution time for the eight clouds (cf Fig.5). Note that the lower the value is in the execution time histogram, the better the algorithm is. Referenced to Fig.5, the execution time of NDT applied on projected clouds is more reduced compared to NDT applied on original clouds.
VI. CONCLUSION

This work presents an approach to improve the execution time and accuracy of NDT. Since NDT gives better results when applied to planar surfaces, we propose to transform the two original clouds onto planar clouds. This is done using the PCA method to define a suitable plane in which each original cloud will be projected. The experimental study, we have carried out, shows that our approach improves the convergence basin, as well as it improves the computation time. Many directions are the subject of future work. We want intend mainly to remove discontinuities in the cost function caused by the cell boundaries found in NDT with projected cloud.
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