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Abstract— Noise removal is a vital role in medical imaging, such 

as in magnetic resonance imaging (MRI). So in order to preserve 

the important features and to guarantee the correct diagnosis, 

the authors have proposed a new method for removing noise 

based on NL-mean filter and diffusion tensor. This paper 

presents a comparison of the MRI slices images segmentation 

extracted from a some 3D denoised techniques  and our proposed 

algorithm, by using two common methods such as the Fuzzy c-

means and Kmeans clustering. Some quantitative measures are  

used to evaluate the performance of such as methods. 
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I. INTRODUCTION 

The Magnetic resonance imaging (MRI) is a medical 

imaging technique used to diagnose and treat medical 

conditions by imaging the anatomy and the physiological 

processes of the body in both health and disease. These 

images are subject of a common noise called Rician noise [1] 

which is a signal-dependent allows to reduce the image 

contrast and causes random fluctuations. The removing noise 

is a necessary task for this kind of images in order to preserve 

the important features and to guarantee the correct diagnosis. 

In literature, many noise removal algorithms was applied 

successfully for MRI such as the wavelet transform [1][2], the 

variational algorithms [3][4], the anisotropic diffusion 

filtering [5][6][7][8] and the Non-Local Means (NLM) 

algorithm [10][11][12]. Previously we proposed a new method 

for removing noise based on combination between the NL-

mean filter and the anisotropic diffusion tensor [15]. On the 

one hand, the NL-mean filter is based on a weighted average 

based on the Euclidean distance of voxels inside a search 

window in image, and in the other hand, the anisotropic 

diffusion tensor is based on the nonlinear partial differential 

equation (PDE) proposed by Weickert [8] depends on the 

position and the orientation of the pixel which preserves 

important features such as edges and discontinuities. 

Moreover, the image segmentation is one of the most 

important stage in medical image which partitioning 

measuring pathological regions. In literature, many 

segmentation methods were developed for the MRI data 

among these methods: Kmeans [13] and Fuzzy c-means [14] 

clustering was widely applied for the MRI segmentation. 

In this paper, we present a comparison of MRI slices 

segmentation using two common methods such as the Fuzzy 

c-means and Kmeans clustering, denoised previously by our 

proposed algorithm and other 3D common removal noise 

methods. The paper is organized as follows: In section 2, we 

introduce the proposed removing noise algorithm. Section 3 

defines some common segmentation algorithms. Section 4 

presents results in terms of denoising and segmentation; and 

section 5 concludes the work. 

II. OUR PREVIOUS WORK  

In our previous work for the 3D MRI denoising [15], we 

have proposed a new method based on combination between 

two filters such as the non local mean filter and the 

anisotropic diffusion tensor with an estimator noise Rician in 

order to preserve structures in 3d data [12]. 

 

 

Fig. 1 The Proposed algorithm in the previous work [15].  

So, we modified the weight average of the NL-mean filter 

by the as following equation:  
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Where: 

),(2
jiI xxd the square Euclidean distance of the noisy image,

)( ixZ is the normalization constant defined as follow: 
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),(2
jiID xxd is the square Euclidean distance of the new 

normalization image DI ( ).( IDdivI D  ) [8], and h is a new 

modified smoothing parameter ( nh  ˆ. ;where n̂  represent 

an unbiased estimation for Rician noise defined in [12] ).  

III. MRI SEGMENTATION  

The segmentation is one of the most important parts of in 

MRI analysis. Most of the image segmentation research has 

focused on 2D images and the goal is to partition the slices of 

the MRI to different regions on given criteria. The most 

commonly used clustering algorithms for segmentation of 

images were the K-means and the Fuzzy c-means: 

A. K-means  

The k-means clustering method [13] partitions the input 

data into 𝑘 classes by iteratively computing a mean intensity 

for each class which called centroid and segmenting the image 

by classifying each pixel/voxel in the class with the closest 

centroid obtained by minimizing the following objective: 
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Where k present the number of clusters and i is the 

centroid or mean point of all the pixels ij Sx  ( kSi ...3,2,1 ) 

B. Fuzzy c-means (FCM) 

Fuzzy c-means (FCM) is a clustering method [16] based on 

the minimization of the following objective function: 
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Where c is the number of cluster centres; n is the number of 

data points; f is fuzzifier value (1 for hard clustering, and 

increasing for fuzzy clustering); ikm is the fuzzy membership 

value of pixel k in cluster I; 
22

ikik vxd  is the Euclidean 

distance; kx  is the thk data points;  iv is the centroid of each 

cluster. 

During clustering the FCM performs the following steps: 

1. Set randomly the cluster membership values, μij. 

2. Calculate the cluster centres using the following 

equation: 
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3. Update )1( tmij . 

4. Calculate the objective function, Jm. 

5. Repeat steps 2–4 until Jm improves by less than a 

specified minimum threshold or until after a 

specified maximum number of iterations. 

In the next section, we will give some experimental 

results in term of removing noise and segmentation 

methods with evaluation by quantitative measurements. 

IV. EXPERIMENTAL RESULTS  

First, we have evaluated our proposed denoising algorithm 

on realistic MRI phantom (Fig. 2) as a ground truth [20] with 

1mm
3
 resolution and volume size (181×217×181) a by 

computing a different quantitative index such as SSIM, PSNR 

and QILV [21] and then we have applied our algorithm on 

real data which was mentioned in detail in the paper [15].  

 

  
(a)                             (b) 

Fig. 2 MRI phantom: (a) 3D Volume, (b) T1-weighted MR phantom slice.  

 

   
(a)                               (b)                              (c) 

  
(d)                           (e) 

Fig. 3 Experiment results on T1-weighted with 5% Rician noise added: (a) 
Noisy image, (b) TV denoised method, (c) Wavelet NeighShrinkSure 

denoised method, (d) PFNLM method, (e) Our Proposed method (3 iter). 

The Fig. 3 present the denoising results for a  T1-weighted 

MR phantom slice are contaminated with 5% Rician noise, 

followed by a TABLE I with the different results of 

quantitative measures such as SSIM, PSNR and QILV index 

compared to different methods like Total variation algorithm 

(TV) [19], Wavelet NeighShrink Sure method [17], a new 

normalization to the original NL-mean filter named PFNLM 

(“Polynomial-Fit” NLM) PFNLM [18]. Visually, as shown in 

Fig. 3 and Fig. 4, our proposed algorithm performs better than 



the others methods in term of preserving edges and removing 

noise and the quantitative values insure that.  

 

   
(a)                                (b)                             (c) 

  
(d)                              (e) 

Fig. 4  Details zoom on experiment results on T1-weighted with 5% Rician 

noise added: (a) Noisy image, (b) TV denoised method, (c) Wavelet 

NeighShrinkSure denoised method, (d) PFNLM method, (e) Our Proposed 
method. 

TABLE I 

COMPARISON OF DENOISING ALGORITHM OF  T1-WEIGHTED WITH 5% AND 9% 

RICIAN NOISE  

Algorithm SSIM PSNR QILV 

5% 9% 5% 9% 5% 9% 

TV 0.66 0.58 16.68 14.94 0.77 0.73 

NeighShrink 

Sure WT 

0.73 0.66 27.71 24.75 0.90 0.78 

PFNLM 0.73 0.67 27.72 24.86 0.93 0.84 

Proposed 0.74 0.67 28.02 24.91 0.94 0.89 

 

Other experimental result was presented in our paper [15] 

insure the performance of our algorithm compared to other 

methods. The following figures present the behaviour of our 

denoising method on segmentation task. So, first we segment 

the denoising slices with k-means clustering algorithm then 

with Fuzzy c-means clustering algorithm compared to over 

several estimators often used in the literature in order to judge 

the quality of the segmentation such as the Jaccard index, 

Dice index which measure the overlap between the 

segmentation obtained and the ground truth, false positive 

ratio which corresponds to the sensitivity and false negative 

ratio which corresponds to the specificity.  

 

   
(a)                               (b)                              (c) 

   
(d)                           (e) 

Fig. 5  Kmeans segmentation for denoised MRI slice corrupted by 5% Rician 

noise: (a) Original T1-weighted slice, (b) TV denoised method, (c) Wavelet 

NeighShrinkSure denoised method, (d) PFNLM method, (e) Our Proposed 
method. 

The Fig. 6 presents the result of Kmeans segmentation on 

T1-weighted slice denoised by different algorithms and the 

Fig.4 shows the Kmeans segmentation performance in term of 

Jaccard index, Dice index, False positive ratio and False 

negative ratio to different Rician noise levels. 

 
        (a) 

 
        (b) 



 
        (c) 

 
       (d) 

Fig. 6  Evaluation of the Kmeans segmentation : (a) Jaccard index for T1-

weighted images with different Rician noise levels, (b) Dice index for T1-

weighted images with different Rician noise levels, (c) False positive ratio  
for T1-weighted images with different Rician noise levels, (d) False negative 

ratio for T1-weighted images with different Rician noise levels. 

The Fig. 7 presents the result of Fuzzy c-means 

segmentation on T1-weighted slice denoised by different 

algorithms and Fig. 8 shows the performance of Fuzzy c-

means segmentation in term of quantitative measures for 

different Rician noise levels.  

 

   
(a)                               (b)                              (c) 

   
(d)                           (e) 

Fig. 7  Fuzzy c-means segmentation for denoised MRI slice corrupted by 5% 

Rician noise: (a) Original T1-weighted slice, (b) TV denoised method, (c) 

Wavelet NeighShrinkSure denoised method, (d) PFNLM method, (e) Our 
Proposed method. 

 
        (a)   

   
           (b) 



 
        (c) 

 
        (d) 

Fig. 8  Evaluation the Fuzzy c-means segmentation: (a) Jaccard index for T1-

weighted images with different Rician noise levels, (b) Dice index for T1-
weighted images with different Rician noise levels, (c) False positive ratio  

for T1-weighted images with different Rician noise levels, (d) False negative 

ratio for T1-weighted images with different Rician noise levels. 

According to the Fig. 6 and Fig. 8, most of denoised 

algorithms perform better for low noise and for high noise the 

performance of our proposed algorithm remains good. Jaccard 

index present varying results, it’s clear that our method have 

the lowest values in Kmeans segmentation but in the Fuzzy c-

means segmentation our algorithm and the Wavelet 

NeighShrinkSure denoised method are performing 

approximately equal with higher values in different noise 

levels. In term of the false positive ratio, the results with lower 

value correspond to our algorithm which means that those 

parts of the image that are not presented neither in the result 

image nor in the ground truth image have low percentage. As 

well for false negative ratio, which contains those parts of the 

image that are not present in the result image but are present 

in the ground truth image, our algorithm have lowest values 

compared to  the other denoising algorithms. Moreover, the 

Dice index (Fig.6 (b) and Fig. 8(b)) gives the highest values to 

our algorithm in both segmentation methods which greater 

than 50 % for the different noise levels.  

. 

V. CONCLUSION 

In this paper, we compared the performance of our 

proposed algorithm and other 3D denoised methods such as 

TV, WT NeighShrinkSure and PFNLM models, in terms of 

slices segmentation. The experimental results on phantom data 

show a good performance of our proposed method based on 

the NL mean filter and the anisotropic diffusion tensor. In the 

future work we are looking to propose a new segmentation 

method combined to our denoised algorithm in order to 

control the smoothing task while removing noise in medical 

images. 
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