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Abstract—The mobile robots and the mobile localization are
nonlinear systems. So, a linear process model is generated out of the
non-linear dynamic systems in this paper. This document presents
three algorithms; the first is a hybrid TOA/AOA (TS/LS) (Time Of
Arrival, Angle Of Arrival)(Taylor Series-Least Square), the second
is the Global Positioning System and the finally is the Extended
Kalman Filter. The GPS and EKF can trace the objects relatively
well, further reducing the positioning error.
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I. INTRODUCTION

Now, the information of the present mobile’s position is
very important because it gives any service of autonomous
vehicle and C-ITS (cooperative Intelligent Transportation
System) [1]. Use GPS is the same way to provide information
of mobile’s position. This document presents in the first a
hybrid TOA/AOA (TS- LS) localization algorithm which
extends the Taylor Series/Least Square [2] and in the second
it presents a vehicular positioning with GPS.

The EKF is a method through which the state
propagation equations and the sensor models can be linearized
about the current state estimate.

Il. HYBRID TOA/AOA LOCALIZATION ALGORITHM

In the first, designate (xi,yi) as the position of the ith BS
and (x,y) as the position of the MS. The home BS is the first
BS. tj is the Time Of Arrival measurement at the ith BS and 6

is the Angle Of Arrival measurement at the home BS. fi =Cti,
where rj is the range measurement between the ith BS and the
MS, c is the speed of light.

Designate the noise free value of {*} as {*}°, the range
measurement ri can be modeled as:

n=rl+n=Jx—-x) + @ —-y)2+n, i=1..M (1)

where n; is the measurement error which is modeled as a zero-
mean Gaussian variable i.e, ni~N(0, o,?)

Expanding (1), and introducing a new variable R =x 2+ y 2 we
obtain:

% = —n)? = (x—x)* + (y — y)?
P =12 +n?-2rn; = x%+y? +x% + y? + 2xx; + 2yy;
2 4+ n? —2n;1; = R+ K; — 2xx; — 2yy;,
i=12..M (2)

CopyrightIPCO-201
ISSN2356-5608

then
P sinng = (x — x;)sinf — (y — y;)cosO (3)
and
Png = —x,5inf + y;cosf + xsinh — ycos (4)

Let Z=[x y R]T,and rewriting (2), (4) in the matrix
form, we have

¢ =h—GuZg (5)

Where
[ —K) / 2
h= (i —Ku) / 2 (6)
| —x18in8 +  y;cos0
[ —X, -y 1/2
Go=|—xy —yu 1/2 O
| —sinf cosf 0

Note from (1) that r; = 1 + n; :

nr; —nf/2 =n(r) +n) —nf/2 =nr) +nf —nf/2
nry —n?/2 = nrd +n?/2

¢ is found to be

_ [BE + 0.5E.E
- rf Ng

| ®

where

B =diag{r{,r5 ..y}, E =[ny ny.. nyl”

9)
and the covariance matrix ¥ is evaluated as

Y = E(pe") = E[B(EET)BT — 0.5B(EET)ET

+ 0.5E(EET)BT + 1/4E(EET)ET]
W = E[B(EE™)BT + 1/4E(EET)E"]
¥ =E[pe"]

2
y = g |4 m 02 B+ [20;: + Iy +oply 0] (10)

0 lop 0 0
Assuming the independence of x, y and R the Maximum
Likelihood (ML) estimator of Z, is
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Z, = argmin{(h — G,Z,)T W (h — G,Z,)}
= (GI¥Y 16 ) 1GIw—th (1D).

I11. GPS

A. GPS DEFINITION

GPS (The Global Positioning System) is a satellite-based
navigation system that produces information correlated to
location of object equipped with GPS receiver [3].

In this section, we define the vehicular positioning with
GPS[4] for trajectory tracking of the MS and we improve
the localization accuracy.

B. THE ESTIMATION ERRORS WITH GPS

Designated the obtained initial value of (x, y) as (X", y),
we obtain:
X=x+Ax, §=9+Ay (12)

where Ax and Ay are the estimation errors to be
determined.
Utilizing (1) into Taylor Series and restraining the first order
terms, we obtain:
0= g g L
T T

Ay (13)

Where ; = /(£ = x)2 + ( — 31)?
Substituting (12) into (4), we obtain:

ring = (R — x1)sin® — (§ — y;)cosB + Axsin6
— Aycos®  (14)

Defining Z’a= [Ax Ay] T and expressing (13), (14) in the
matrix form, we have:

¢ =h—-GZ, (15
Where

@' = [ny ny ... ny (. —nyIng " (16)
W =[r—7% . my—ty &—x)sind — (J — y;)cosO]"

(7
|[ rox ® ~ Xu —sin9]|
12 f'l f'M
G =\ . . 18
“ |(y—y1) @ —ym) cos0 (18)
=7 - P ]

The covariance matrix y '= E [¢' ¢ ' 7] can be easily evaluated.
The WLS estimation of (15) is then given by:

Zy = (GTY' 6 )T (19)

and the covariance matrix of Z,' is:

var(z) = (6'Tw76') (20)
The location estimate can then be updated using (12)

£=%+Ax, p=9+4y (12)

IV. SIMUTATONS RESULTS

We obtain four conventional algorithms (TOA (TS-LS),
TOA/AOA (TS-LS), TOA/AOA positioning with single BS
and TOAJAOA positioning with multiple utilizing LS)

In the first figure, we compare the performance of
the TOA/AOA (TS-LS) with the other algorithms.

The cellular networks utilize a hexagonal layout that we use it.

Three BSs are deployed at:
1- (Om,0m)
2- (2000 v3m,—2000m)
3- (2000 v/3m,2000m) .

The MS is randomly arranged within a 2000 v3m x
4000m rectangle comprised the three BSs.

The standard deviation of the Time Of Arrival
measurement error on is disposed to 200m, and the other
parameters utilized in the simulation are defined in Table I,
unless otherwise stated.

The performance measure of the algorithm is obtained
as the Root Mean Square Error (RMSE) defined in (21), and is
computed over 10,000 independent runs.

RMSE = [LIL, 1G5 - 2002 + (90— 7002 (21)

TABLE 1

PARAMETERS SETTING IN THE SIMULATION

Standard System Model Observation Model
Deviation & ax ay 0 v a
(m/s?) (m/s?) ©) | (mfs) | (m/s?)

Value 0.1 0.1 2 3 1
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Fig. 1. RMSE based on the measurement error of TOA
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Fig. 2. RMSE as a function of the measurement error of the angle of arrival
AOA

V. SCENARIO

For Ax and Ay to be weak, we will use the following method:

v"Install a GPS module on each BTS in the chosen area

(Military Zone for example)

Or install a GPS module on the BTS

There are two methods to know the position of BTS:
By GPS module that gives us the estimated
value

+ The exact value of BTS

v Install a GPS module on the vehicle

» How can one calculate the distance r; with this
method?

v
v

1) Calculate the estimated position using the GPS / IMU
module of BTS Home

(V;ong)k_1 + At. (a;ong)k
X, = |(ACC, — g.5inB_,).cosO;_,
0ic—1 + At.(GYRO,),

[ (Vepsdk ]
(Vaps)k

|
(=5,

e Xy, Y are vehicle’s position that are estimated as
longitude and latitude.

e  Where 0 is pitch angle.

e GYROyand GYRO; are y and z-axis angular
velocity.

e ACCy is x-axis acceleration.

e gisacceleration of gravity.

®  aiong and Viong are the longitudinal acceleration and
velocity.

e Vgps and yeps and Xeps and Ygps are velocity and
yaw and longitude and latitude from NMEA of GPS
data.

Zp =

e Vzand Vxy is velocity calculated by variation of
altitude and longitude and latitude, respectively.

2) Compare this position to the exact position of BTS

(xy )(BTS)

(x, y)(GPS)} = (Ax.4y)

3) Find the error Ax and Ay:

(A, Ay)= (x, Y)srs) — (X, ¥) 6ps)

4) Calculate the estimated vehicle position

(VL‘(mg)k_1 + At. (a;ong)k
% = |(ACC, — g.sinb;_,).cosO;_,
fic—1 + At.(GYRO,),

Veps)
| oo |

= e Vo) |
l(tan 1KZy>kJ

5) Correct the position of the vehicle with the error found
(Ax et Ay)

VI. TRACKING ALGORITHM

A. EKF

In this section, we illustrate the EKF [5] nonlinear filtering
for trajectory tracking of the MS and to more ameliorate the
localization accuracy:

The basic frame for the EKF necessitates the estimation of
the state of a discrete-time nonlinear dynamic system,

{xk = f (e, wi)
Yx = h(xy)
where Xk is the unobserved state of the system and Y« is the
only observed signal. The process noise uk drives the dynamic
system.

The idea is to approximate the nonlinear functions by
linearization:
Equations of linear approximation:

af (x,u)

ox
dh(x)

ox

Model of prediction: ¢ ~

Model of measures: Hj, =
The equations are now linearized.




B. NUMERICAL RESULT

We analyze the performance of the algorithm for tracking
utilizing GPS and EKF in this section, we obtain:
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Fig. 3. Sample source trajectory and tracking using the EKF and GPS

The GPS and EKF is generated to give closer tracking of the
route than EKF that it truly takes variance of the noises and
the statistical mean.

VII. CONCLUSION

This document present a hybrid TOA/AOA (Time of
Arrival/Angle of Arrival). The algorithm use the Taylor Series
and Least Square (TS-LS) method. In addition, the GPS and
EKF can track the objects, further reducing the positioning
error. Simulation results that illustrate the proposed TOA/AOA
(TS-LS) can make better performance than conventional
schemes in localization accuracy.
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