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Abstract: This work is part of our project entitled:
“Reconstitution speech by ultrasound imaging amgiof the
vocal apparatus: towards a silent spoken commuaitatOur
objective is to produce a normally articulate sjpeand not
vocalized, from the vocal apparatus activity durimgsilent
articulation. The system to conceive is based mgue and
lips images in silent articulation. So, it beconmegessary to
conduct the recognition based on smaller speechs uni
(typically phonemes).

In this paper, we propose an approach of phoneme

recognition from tongue and lips forms. We emplayage
processing techniques to extract features from @wagf
tongue and lips forms. Then, we evaluate theseaebed
features using clustering and classification atpons. Thus,
we study the behavior of the SVM (Support vectoichiae)
classifier, and the SOM (Self-Organizing Map) ahd £CM
(Fuzzy C-Means) methods of clustering; accordingtheir
mathematical parameters.

In this paper, we extract features from tongue lgosd
images. Then, we apply classification and clustermethods
to analyze these features. Thus, we conduct a aisppa
between these methods based on parameters sattiagjer
to select the most suitable method for our study.

The rest of this paper is organized as follow.Ha t
first section, we present the database matchingnchre
language phonemes. In the second section, we exhese
SVM classification method [1][2-5] and the matheiveit
model of this method. In the third section, we prasthe
SOM and FCM clustering methods[6-11]. In the fourth
section, we discuss methods parameters setting thed
reached
perspectives.

|. database presentation :
The database is a set of images that matchingephes of
French language:
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results. Then, we conclude and we give our

lI.  Classification  method  presentation:

Support Vector Machine (SVM)

The basic concept of SVM is to bring the problef
discrimination to a problem of finding an optimaiper plane.
Two ideas or tricks achieve this goal:

-The first is to define the hyperplane as a tsmhuto an
optimization problem with constraints whose objesti
function is expressed only by using scalar produlbetween
vectors and in which the number of constraints iVattor
support vector control model complexity.

-searching nonlinear separators surfaces isirduteby the
introduction of a kernel function. in the scalaroguct
implicitly inducing non-linear transformation of @ato an
intermediate space of larger dimension
Linear SVM:

Basic concepts: Hyperplane, margin and supporbvect

wx+b>0 wx+b=0

Fig2: linear classification

Hyperplane classifies the data correctly and thaas far as
possible of all the examples.

w.X+b (1)
Margin: distance from the nearest point to the hylaame
|w..x + b{

NI

Maximize margin based minimize ||w || under comnsisa
Support vectors are the closest points of the sdipgr
hyperplane. We obtain the minimization problem unde
constraints:

Primal problem:

N T
m|n§||vv|| 3)
Oi, y, (wx, +b)>1
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Dual problem:
. 1
maxz_l“afi —Ezi’ja'ia'j Y Y% ¢ X,
i,a, 20 (4)
Zi:lai y, =0

Non-linear SVM:

O

The data space may still be immersed in a spatagdr size
in which data can be linearly separated by thesframation:

X yP (XY, x-y)

Fig3: non- linear classification

Resolution SVM is based only on the scalar produgt xj>
between the input vectors.

If the training data are immersed in a space ofydar

dimension via the transformatiof® : X — ¢(X) (5)
the scalar product becomel§(X; , X;) = (@ ), AX;)) (6)
K: Kernel function.

The types of kernels [12] existing in non-lineapaeation are:
Linear: k(X, y) =x"y+c (7)
Polynomial:  K(X,y) = (ax"y +¢c)° (8)

Gaussian (or radial basis):

2
X —
DA,

k(x,y) =ex
(x,y) Py

Alternatively, it could also be implemented using:

k(x,y) =expEyx =) (10)

Hyperbolic tangent (or sigmoid)
k(x,y) = tangh(ax’ y +c) (11)

[I. Clustering methods presentation:
SOM, FCM

[11-1.Self organizing map (SOM)

In the beginning of the learning, all weights (wf)
the second layer’s neurons are set to random vaidtes that,
some input-vector from the set of learning vectsiselected
and set to the input of the neural network. At 8tep, the
differences between the input vector and all nesik@ttors
are calculated as follows (12):
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’

Dy =[X" =W, | = /(% —w,)? + ot (%, — W, )7 (12)

Wi=Wij ,
i=1, 2, ..., k (kx is the number of row),

\ i=1, 2, ..., k(ky is the number of column).

Next, SOM algorithm will search for the winner nenrusing
the minimum distance (best matching unit, BMU). BNgJ
calculated as follows (13):

BMU=argmin||x(t)-wi(t)|| (13)
To increase the similarity with the input vectoreights are
adjusted after obtaining the winning neuron. Thée rfor
updating the weight vector is given by (14):

W, (t+1) =W, (1) +a()h; (X' (1) -W; (1) 14

a(t)

(t
hi J ® . is a neighborhood function and t is the order
number of a current iteration.

. is a learning rate.

The learning rate is a training parameter thatrotsthe size
of weight vector in learning of SOM. There are méggrning
rate functions while linear, inverse of time andmpo series
are mostly used in SOM. Thus, Linear, inverse ofetiand
power series are defined in (15), (16) and (1&peetively:

at)= a'(O).E1

(15)

a@tT) = a'(O)(l—tj
T e
a(t,T)=a(0)e” 17)

T : is the number of iterations.
t :is the order number of a current iteration.

Neighborhood function determines the ratecludinge of
the neighborhood around the winner neuron. Neidindoma
function influences the training result of SOM pedare.
Therefore, it is important to choose the propeghleorhood
function with the data set. Same as learning rdtere are
many functions but bubble and Gaussian are widebdun
SOM. Bubble function is a constant function whilauSsian
function is decreasing function in the defined héigrhood of
the winner neuron. Bubble and Gaussian are defingd8)
and (19), respectively.

_{O/(t),(i,i)ﬂ N

T loa o, 5
[‘Rc‘Ru‘ :]
hi =a (t).e """ ) (19
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Nc : is the index set of neighbor nodes around the nuitte
indices c.

nij : represents the neighbor rank between nodes wavgnd
(the radius of neighborhood which is determined rihenber

of neighborhood for SOM procedure).

Rc andRij : Two-dimensional vectors which include indexes
of wc and wij (number of rows and columns).

[11-1-3. Performance measure of SOM
The SOM [13] can be computed using either the satéale
training algorithm or the batch training algorithm.

Quantization error (QE) is a technique to measheequality
of SOM and the performance of this type of neuetimorks.
It is computed from the average distance of inmaters, x to

Cc
the weight vector on the winner nodd of the BMU. A
SOM with lower average error is more accurate th&®OM
with higher average error [17]. Quantization elisocalculated

by (20):
N
;HXi - WiC
QE=11 ——
N (20)
[11-2.Fuzzy C-means (FCM)

FCM [14] algorithm works by assigning memberslup t
each data point corresponding to each cluster centthe
basis of distance between the cluster center anddta point.
More the data is near to the cluster center more is
its membership towards the particular cluster geritetually,
summation of membership of each data point shoelddual
to one. After each iteration membership and clusteters are
updated according to the following formula (21):

() %)
o))

Where (4 is defined by(22) :

Hy = Z(dij /dik)(Z/m_l) (22)
k=1

N : is the number of data points.

Vj : represents the jth cluster center.

m : is the fuzziness index m € [&].

C : represents the number of cluster center.

Hij : represents the membership of ith data to jth efust
center.

dij : represents the Euclidean distance between ithashta

jth cluster center.
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So, the main objective of fuzzy c-means algoritlrtoi
minimize (23):
n C 2
IUN) =D )" % —vy|
i=1 j=1 (23)
Where: ‘[|xi — vj||" is the Euclidean distaneénzen ith data

and jth cluster center.

IV.  Setting and results

| V-1.parameters setting of SVM method:

Setting and Results:

We present best results of simulations for eacle typinear,
polynomial sigmoid and radial basis SVM accordiogtheir
mathematical parameters:

Linear SVM:
Linear SVM
Parameters recognition rate
c W S b n 70% :training | 80%: training
30%:test 20%:test
1 1.2 0 1 80.56% 83.33%

Tablel: parameters setting for linear SVM

Sigmoid SVM:
Sigmoid SVYM
Parameters recognition rate
s|c g r n 70% :training 80%: training
30%:test 20%:test
o1 1 0 - 16.67% 16.67%

Table2: parameters setting for sigmoid SVM

Polynomial SVM:

Polynomial SVM

Parameters recognition rate
S c d r n 70% :training 80%: training
30%:test 20%:test
0 15 2 0 77.78% 87.50%

Table3: parameters setting for polynomial SVM

Radial basis SVM:

Radial basis SVM

Parameters recognition rate
S c g n 70% :training 80%: training
30%:test 20%:test
0 2 15 - 80.56% 91.67%

Table4: parameters setting for radial basis SVM
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Resultsinterpretation:

We have tested many cases of experimentations using
SVM. After studying the cases, we notice that thpaCameter
has a big effect on accuracy than n. Also we renthsi
Radial basis SVM is more efficient in our case. ustly, we
get 91.67% as the best classification rate, whihaian
interesting rate compared to 100%.

So, we can conclude that in our study, we were able
to make a setting for Support Vector Machine cfasgion
method for phoneme recognition. Thus, we get aoperdd
accuracy using SVM, which means that our approach i
modeling well phoneme recognition.

| V-3. Parameters setting of SOM method

Setting and results:

The tables below show the values of the paramdtEs
mentioned above (with a linear Initialization)

Neighborhood

Gaussian Bubble

o 12 0.5320 0.5320
N [33] 0.4504 0.4306
66 0.3444 0.3233
Q. [96] 0.3254 0.2834
‘2‘5 [10 10] 0.2662 0.2124
[20 20] 0.1275 0.0492

Table 5: guantization error for batch training ples

Map neighborhood
Size gaussian Bubble
L 10T PS L 10T PS

[1 2] 0.5329 0.5318 0.5313 0.5606 0.5607 0.5636
[3 3] 0.4445 0.4510 0.4438 0.4256 0.4329 0.4257
[6 6] 0.3400 0.3851 0.3538 0.3218 0.3554 0.3278
[9 6] 0.3176 0.3661 0.3182 0.2853 0.3366 0.2853
[1010] 0.2697 0.3359 0.2734 0.2279 0.3064 0.2355
[2020] 0.1616 0.2879 0.1825 0.0951 0.2571 0.1344

(L:Linear ; 10T:Inverse of time ; PS: Power series)

Table 6: quantization error for sequential trainiphase

Results interpretation:

From the figures shown above we can see verythelSOM
parameters that influence the quantization error:
1-Size of map: the quantization error becomes smalhen
the map becomes bigger.
2-neighborhood: we can see that the bubble neigiooor
gives results better than Gaussian.
So, the parameters combination that give moreieffiaesults
to recognize phoneme from lips and tongue forms are
-map: big size
-training: batch
-neigborhood: bubble
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| V-4. Parameters setting of FCM method

In this experimental section, our objective is talidate
measures by calculatingldérent types of validation indexes.
For this reason, we will configure our algorithntaing to
the FCM known parameters.

Param.c: The number of clusters or the initial partition
matrix.

param.m: The weighting exponent which determines the
fuzziness of the clusterf. must be given as a scalar greater or
equal to one. The default value of mis 2.

Param.e: The termination tolerance of the clustering method
The default setting is 0.001

The table below summarizes the setting of FCM apipio our
database (representing 17 phonemes of French lgegua

m 2 3 4 10 10 10
3 ¢ 4 4 6 10 14 17
()
£
S e 0001 0001 0001 0001 1le6 1e-6
o

Pc 05781 05781 04992 04723 0.4880  0.4837
, Ec 07991 07991 10437 12451 12996 13651
© sC 17277 17277 13597 1.0775 07925  0.7594
3 s 00187 00187 00152 00133 00111  0.0108
S XB 44142 44142 32083 35232 29627 22755
£ DI 00271 00271 00175 00566 00716  0.0559
S | AD| 00034 00034 00128 00024 2.1713¢5.8503e-
> 05 04

Results interpretation:

From this experimentation, we can notice that the
variation of FCM parameters clearly influences tjuality of
results (presented by validity indexes). By chaggitihe
parameter values one by one, we remark that aunigper of
clusters give the best validity indexes.

We recall that the number of phonemes (that reptadasses)
represent our database, so we usel7 phonemes; éowev
French language contain 36 phonemes. Thus, if warekour
database the results will be more efficient.

Conclusion

In this paper, we presented a comparative stustyveen
three popular methods: SVM, SOM and FCM accordimg t
their mathematical parameters, in order to makeoadg
phoneme recognition based on lips and tongue forms

We firstly processed by extracting charactersstrom input
images based on HOG method. Then we applied dlzetsii
and clustering methods on the same database.

The experimentation results obtained give usdaa iabout
these methods behavidBo, in our case we can conclude that
SVM classification method has more advantages #@M
and SOM clustering methods. Also, our proposed Gamir
gives performed classification results.

This work represents a first and important stepstart
continuous silent speech in real time study, basetlps and
tongue images. In future works, we will broaden database
and we will test other image processing techniqfes
recognition phonemes.
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