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Abstract—This paper presents an adaptive Neuro-Fuzzy control 

scheme for robotic manipulators in the presence of parametric 

uncertainties and external disturbances. The development of 

control system is based on adaptive learning algorithms to 

adjust online Neuro-Fuzzy Controller (NFC). In this context, 

two adaptive learning algorithms called Adaptive Cooperative 

Particle Sub-Swarms Optimization (ACPSSO) and online PSO 

(OPSO) for tuning NFC controller. Using adaptive learning 

ability NFC controller can treat real systems dynamics. 

In this study, a two degree of freedom robotic manipulator 

subjected to parametric uncertainties and disturbance is 

considered in order to demonstrate the superior tracking 

performance of the proposed control scheme. 

 

Keywords— TSK-type Neuro-Fuzzy model; Adaptive 
Cooperative Particle Sub-Swarms Optimization; Online PSO; 

Time-varying systems; Nonlinear systems. 

I. INTRODUCTION 

The tracking control of robots manipulators have attracted 

considerable attention in last decade ([1], [2]). In fact, it is 

well known that the robot system possess highly 

nonlinearities and complex dynamics. Therefore, the control 

design presents a challenging problem ([3], [4]). Several 

control schemes including fuzzy logic and neural networks 

have been proposed for controlling the robot manipulators 

([5]-[8]). 

More recently Neuro-Fuzzy control has been applied with 

some success to the control of robotic systems ([9]-[11]). 

Various learning algorithms have been proposed for tuning 

Neuro-Fuzzy systems ([12], [13]). However, time varying 

behavior make it difficult to control dynamic systems using 

conventional techniques. Thus, to deal with the unknown 

robotic dynamics, adaptive learning algorithms have been 

employed, in this paper, for tuning neuro-fuzzy controllers. 

Many adaptive algorithms were designed to deal with time 

varying systems ([14]-[16]).These algorithms have adaptive 

performance to treat real system dynamics and environmental 

changes. In this way, online learning ability with adaptive 

Cooperative Particle Sub swarms optimization ACPSSO is 

applied to adjust Neuro-Fuzzy parameters. 

The paper is organized as follows: in the next section, an 

overview of TSK-type Neuro-Fuzzy model is given. Then we 

present adaptive learning algorithms applicable to online 

systems in Section 3. Simulation results are evaluated in 

Section 4, and conclusions are given in the last section. 

II. NEURO-FUZZY CONTROLLER 

In this section, a TSK type Neuro-Fuzzy controller is 

presented. For the configuration of the proposed controller, a 

four layer neural network is used. As shown in Figure 1, layer 

1 and 2 represent the antecedent part, and layer 2 and 4 

represent the consequent part. 
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Where mij, and sij are the center mean and the standard 

deviation of the Gaussian membership, respectively. 

 

Layer 3: rule layer: The number of nodes in this layer is 

equal to the number of fuzzy rules. Each node multiplies the 

incoming signals and outputs the result of product. 
3 2 2 3 3 3 3
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Layer 4: output layer 

The output layer computes the overall output .it represents 

the inference and defuzzification used in the fuzzy logic 

control (FLC). 
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where wk is a linear function, which represents the 

consequent part. 
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In this paper, adaptive learning algorithm is applied to find 

the optimal parameters of Neuro-Fuzzy controller.  

     
Fig. 1. Structure of TSK Neuro-Fuzzy model 

 
 

III. ADAPTIVE LEARNING ALGORITHMS 

A. Online PSO (OPSO) 

The online PSO algorithm was designed for time-varying 

search space [17]. The proposed algorithm offer high 

adaptability to environmental changes. The process of OPSO 

approach is summarized in the following steps:  

Step 1: Initialize the positions and velocities of all particles. 

Step 2: The optimal solution of each particle at the 

previous instant 
1

best

kx 
 are revaluated at the current instant and 

the global best solution is found using the following equation: 

 1arg min ( )g best

k k kx f x                                                (5) 

Step 3: update the velocities and positions of each particle 

using the following equations: 

1 1 1 1 2 2 1 1

1

. . ( ) . ( )g best

k k k k k k

k k k

v w v c r x x c r x x

x x v

   
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 
                           (6) 

 

Step 4: Evaluate the fitness of each particle and update 
best

kx
. 

Step 5: Update the global best solution by the following 

equation: 

 arg min ( )g best

k k kx f x                                               (7) 

Step 6: The algorithm returns to Step 2 at k=k+1. 

 

B. Adaptive Cooperative Particle Sub-Swarms Optimization 

The Adaptive Cooperative Particle Sub-Swarms 

Optimization is a modified version of CPSSO algorithm [18], 

which adapts to online changes. In this algorithm, several 

sub-swarms are employed to search the space more efficiently 

and the information are exchanged among them during 

iteration process.  The best solution of each sub-swarm  

Xpbest,  and the global best solution Xgbest are assumed to be 

time-varying values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Flowchart of ACPSSO Algorithm 
 

The process of ACPSSO is summarized in the following 

steps: 

Step 1: Initialize the positions and velocities of the sub-

swarms. 

Step 2: a position correction is applied for the best local 

particles in each sub-swarm of the previous instant 1kXpbest   

using a probability rate (Pr). 
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          (8) 

where M is the number of sub-swarms, N is the number of 

parameters, and RA is the Distance Radius [18]. 

The global best solution Xgbest  of all the sub-swarms is 

revaluated at the current instant k as follows: 

 arg min ( )k kXgbest f Xbest                                             (9) 

where f(x) is assumed to be time-varying evaluation 

function. 

Step 3: Update the velocities and positions of the particles 

using the following equations: 

1 1 1 1 2 2 1

1
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Generate random population of particles (P) 
 

Evaluate the fitness of each particle 

 

Sort the population in descending order 
 

Divide the population into M sub-swarms 
 

Apply correction positions for Xbest 

particles of the instant k-1 
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Local search (Apply equations (10) in 

each sub-swarm) 
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     where c1 and c2 are positive constants namely 

acceleration constants, r1 and r2 are random numbers between 

0 and 1, and  w is the inertia weight. 

Step 4: Evaluate the fitness of particles and update the 

Xgbest and Xpbest of each sub-swarm. 

Step 5: The algorithm returns to Step 1 at k=k+1. 

The Flowchart of the proposed algorithm is shown in 

Figure 2. 
 

IV. APPLICATION 

To verify the availability and the efficiency of the 

proposed controller tuned with adaptive learning algorithm, 

computer simulations were conducted on a two-degree of 

freedom manipulator. The manipulator has one transitional 

and rotational joint in the (x,y) plane. As shown in Figure 3, 

the control structure is composed of two Neuro-Fuzzy 

controllers. Each controller is characterized by 4 rules, two 

inputs e(k) and ( )e k , and the control action ( )u k  as output. 

All simulation studies are carried out using Matlab 7.01. For 

computer simulations, the initial parameters are given in 

Table 1. 

TABLE 1 

 INITIAL PARAMETERS VALUE 

 
Parameters Value 

Population size (P) 

Probability consideration rate (PR) 

RAmax, RAmin 

Acceleration parameters c1, c2 

50 

0.4 

1e-2, 1e-7 

 

1.5, 1.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Control structure of nonlinear systems. 

 

 

 

               Fig. 4. A  two degree of freedom manipulator. 

 

The mathematical model of the two-degree of freedom 

manipulator is given by the following differential equations 

[19]: 
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d(t) is an unknown but bounded external disturbance, and 

m is a variable payload bounded as  

maxminm m m 
. 

The state variables are as follows: 

 

1

2

3

4

( )

( )

( )

( )

x r t

x r t

x t

x t





   
   
   
   
   

  





                                                                  (12) 

 

e2 

d
dt

 

d
dt

 

y1 

y2 

u1 

u2 

e1 

 
Nonlinear 

 Systems 

Neuro-

Fuzzy  

Controller 

Neuro-

Fuzzy 

Controller 



Conférence Internationale en Automatique & Traitement de Signal (ATS-2017)  

Proceedings of Engineering and Technology – PET 

Vol.22 pp.90 -95 
 

Copyright IPCO-2017 

ISSN 2356-5608 
 

and the control inputs 
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Case 1:  

To demonstrate the tracking performance of the proposed 

controller, the desired trajectories rd(t) et θd(t) were set as: 

 

 

 

( ) 0.75(1 sin( /10)) 0.25 

( ) 2 sin( /10) 

d

d

r t t m

t t rad



  
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
                          (14) 

 

For the computer simulation, time step is adopted to be 

0.01 sec, and the initial states are chosen to be: 
2(0) 0.85,   -0.075 ,   /18,  0.2x    

 
                          (15)       

 

Figure 5 and Figure 6 show the positions of joints 1 and 2 

of  the Neuro-Fuzzy controller tuned online with ACPSSO 

and OPSO learning algorithms, respectively. As seen in fig 

the proposed controller tuned with ACPSSO algorithm has 

high tracking performance with a smaller error than "OPSO" 

algorithm.  
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Fig. 5. Tracking responses of jont1 and joint2 with ACPSSO algorithm. 
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Fig. 6. Tracking responses of jont1 and joint2 with OPSO  algorithm 

 
 

 

Case 2:  

 

To demonstrate the robustness of the proposed control 

scheme, an external disturbance d(t)=0.3sin(10t), and a 

variable payload m(t)=0.3+sin(3t) are imposed. 

Figure 7 and Figure 8 present control responses of NFC 

tuned with ACPSSO and OPSO learning algorithms, 

respectively, in the presence of system uncertainties. 

Simulation results indicate that the proposed control scheme 

with adaptive learning algorithm can overcome various 

external disturbances to achieve excellent tracking 

performance. 
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Fig. 7. Tracking responses of jont1 and joint2 with ACPSSO algorithm  

(Case 2). 
 

 

To have quantitative comparison between adaptive 

learning algorithms, the root mean square error 
1/2

2

0

1
T

RMSE e dt
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 
  is used as performance indice. 

Table II shows the learning results of ACPSSO and OPSO. 

As seen in table II, the results show that the proposed 

algorithm outperforms the adaptive Particle Swarm 

Optimization "OPSO". 
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Fig. 8. Tracking responses of jont1 and joint2 with OPSO algorithm  

(Case 2). 

 

TABLE II 

PERFORMANCE COMPARISON  OF ADAPTIVE LEARNING ALGORITHMS 

 

 OPSO ACPSSO 

Joint 1 Joint 2 Joint 1 Joint 2 
RMSE  (Case 1) 0.0788 0.0124 0.0217 0.0071 

RMSE (Case 2) 0.0351 0.0259 0.0195 0.0056 

 

V. CONCLUSION: 

In this study, an effective adaptive tracking control strategy 

is presented for robotic manipulators in the presence of 

disturbance and uncertainties. Based on adaptive learning 

algorithms the NFC controller can deal with the high 

nonlinearities and time-varying behavior. Simulation results 

show the superior tracking performance of the proposed 

adaptive control scheme. 
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